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Training Generative Adversarial Networks (GAN) usually leads to hyper-specialization due 

to few data and this causes training to diverge. This paper proposes a method that 

significantly stabilizes training without making changes. The method which will be used is 

stylegan2-ADA method to get fake images, the images will be entered in several steps, 

where the first step is using 76,400 Flickr-Faces-HQ (FFHQ) images and training them to 

get fake images. The program will be dividing images inside seven test folders, as the 

performance rate of 1000 images is 83.3%, which is a very good percentage when compared 

with the stylegan2 method because our proposed method contains augmentation that 

generates many images through the use of few images. The second step is represented by 

using personal images, we used two personal images and made a projection between them. 

The result of the performance of generating 200 images is 99.9%. Additionally, will be took 

a direct photo using the computer camera in real-time mode, and i generated 300 images. 

The generation performance is 99.9%, and our approach outperformed earlier ones in terms 

of accuracy, the ability to produce images without noise, and ability to create fake images 

of people who are not actually there. 
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1. INTRODUCTION

In recent years, the research community has watched and 

studied the so-called. Deepfake problem with growing 

concerns and interests. There is broad consensus regarding the 

nature and disruptive potential of this technology: they 

synthesis incredibly realistic multimedia content based on a 

specific application of Generative Adversarial Networks 

(GAN) [1]. The interesting issue of Generative Adversarial 

Networks (GAN) applies to both semi-supervised and 

unsupervised learning. They accomplish this because high-

dimensional data distributions are intrinsically modeled. A 

pair of neural networks striving to outperform one another is 

how the framework for GANs, which was first suggested in 

2014, characterizes the technology. Consider one network as a 

plagiarist and the other as an authority on the subject when 

analyzing visual data. The imitator, known as generator G in 

the literature, creates copies in an effort to create genuine 

images [2]. The expert, discriminator D, gathers both original 

and fake samples and attempts to determine which ones are 

genuine (as presented in Figure 1). Both are simultaneously 

trained for and engaged in competition [2]. The discriminator 

is exposed to both samples taken from the read world dataset 

and synthetic images. Using the ground truth image dataset, 

which includes both fake and real images, the discriminator's 

error is calculated. After each epoch, higher-quality images are 

produced as a result of the generated mistake being back-

propagated throughout the network. 

If the generator network is thought of as a functional 

mapping from a seemingly random, high-dimensional space 

known as a latent space to the space of actual picture data, then 

mathematically it is denoted by G: G (z). 

Figure 1. General architecture of Generative Adversarial 

Networks 

Generative Adversarial Networks (GANs) have become a 

very popular image generating paradigm. As an illustration, 

StyleGAN is presently the preferred technique for producing 

images that are nearly image realistic for numerous classes 

(e.g., human faces, cars, and landscapes). However, producing 

extremely high-quality results becomes more difficult for 

classes that show intricate variations. Due to the significant 

degree of variation in human attitude, shape, and appearance, 

full-body human generation, for instance, is still an unsolved 

problem [3]. The limitless number of images accessible online 

has helped Generative Adversarial Networks (GAN) produce 

better impressive results. It is still difficult to gather a sizable 

enough collection of images for a particular application that 

has requirements for topic matter, image quality, location, time, 

privacy, copyright status, etc. [4]. The majority of research on 

the fairness and bias of GANs seeks to either discover and 
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explain the biases or to remove the detrimental impact of using 

unbalanced data on generation outputs. The three primary 

areas of bias and fairness research are: discovering and 

explaining biases; debiasing pre-trained GANs; and improving 

the training and generation performance of GANs using biased 

datasets [5].   

This paper aims to generate a large number of images of 

fake individual that will be used as dataset in researches and 

train images using two methods, stylegan2 and stylegan2-

ADA, and compare between them. Generative Adversarial 

Networks (GANs) have considerably improved face image 

synthesis in recent years. Modern image creation techniques 

now produce images with astounding realism thanks to their 

high levels of visual quality and accuracy. Most significantly, 

StyleGAN [6, 7] achieves state-of-the-art visual quality on 

high-resolution images and presents a revolutionary style-

based generator architecture. Furthermore, it has been shown 

to possess a disentangled latent space that allows for control 

and editing. 

Images, music, and text are just a few of the many sorts of 

data that GANs may produce. Popular GAN examples from 

the real world include the following: 

Creating faces of people. GANs are capable of creating 

precise images of human faces. For instance, Nvidia's 

StyleGAN2-ADA can create great, lifelike photos of fictional 

persons. Many people mistake these images for real persons 

because they are so convincing [8]. 

Creating innovative clothing designs. GANs may be used 

to produce new clothing designs that mimic older styles. For 

instance, the clothing chain H&M employed GANs to develop 

fresh clothing designs for its products [9]. 

Creating animal images that are realistic. GANs are also 

capable of producing lifelike animal pictures. For instance, 

BigGAN, a GAN model created by Google researchers, can 

generate excellent pictures of animals like dogs and birds [10]. 

Creating characters for video games. New characters for 

video games may be made using GANs. For the popular video 

game Final Fantasy XV, Nvidia used GANs to design new 

characters [11]. 

Previous research lacks the use of a high-specification 

Computer, and this makes it difficult to run the code and train 

the model. In our research, we will use a high-specification 

Computer to get the best accuracy, as a computer with a high 

screen card will be used. We will generate more images and 

high accurate, and the images will also contain labels, gender 

and age. When Generative Adversarial Networks (GAN) are 

trained with insufficient data, discriminator overfitting 

frequently results, causing training to diverge. Therefore, we 

will use an adaptive discriminator augmentation mechanism 

that significantly stabilizes training in limited data regimes. 

2. RELATED WORK

This section discusses Previous studies for Deepfake that 

make use of Generative Adversarial Networks (GAN). 

Research by Tariq et al. [12] presented neural network-based 

techniques. This strategy uses pr-processing to analyse the 

statistical aspects of the image and improves the recognition 

of human-made artificial faces for the purpose of identifying 

fraudulent images produced by GANs. Research by Do et al. 

[13] also offer another method based on a deep convolution

neural network. In order to extract face characteristics from

face recognition networks, the model first uses a deep learning

network. The facial traits are then fine-tuned to make them

appropriate for real/fake image recognition. Research by Xuan

et al. [14] present a forensics convolution neural network

(CNN) that employs Gaussian Blur and Gaussian Noise as two

picture pr-processing phases to identify fraudulent human

images. The purpose of this model is to enhance high

frequency pixel noise in low level pixel statistics while

ignoring low level high frequency hints artifact in GAN

pictures. This makes it possible for the forensic classifier to

pick up more telling differences between genuine and phony

photos, improving its ability to discern between their faces.

Research by McCloskey et al. [15] presented the Intensity

Noise Histograms network to categorize the histograms

created using the R and G chromaticity coordinates as two

variables. They used the features discovered by measuring the

quantity of saturated and underexposed pixels to train a

Support Vector Machine (SVM). Research by Thies et al. [16]

presented the facial reenactment method maintains the target

individual's identity while transferring the expressions of one

person in a source video to another in a target video. With this

technique, faces are condensed into a small expression space

that makes it simple to translate expressions from the source

to the destination. Research by Rössler et al. [17] created the

FaceForesics++ dataset of modified movies. Conducted tests

using the FaceForesics++ dataset, which contains films with

solely face forgery, even suggested attacks are generally

applicable to CNN [18] detectors for any sort of forgery in

images and videos. Research by Hsu et al. [19] introduced a

deep forgery discriminator that concatenates two classifiers

with a contrastive loss For the purpose of identifying GANs-

based false pictures. Research by Li and Lyu [20] proposed A

deep learning approach that leverages affine face wrapping

artifacts for Deepfake detection. The suggested method

replicated these pictures using image processing procedures to

produce artifacts that are present in Deepfake material rather

than utilizing Deepfake images as negative examples.

Research by Karras et al. [21] demonstrated how GANs create

new faces by gradually expanding the generator and

discriminator. It is challenging for humans to tell whether the

facial images produced by this approach are of actual

individuals since they are so lifelike. Although this technology

has many useful uses, GANs may be maliciously used to hurt

individuals by creating false human faces. Additionally, the

development of these convincing fake faces can confuse facial

recognition systems, and attackers can produce numerous

examples of these fake images to trick individuals and perhaps

even cause societal issues. For instance, they can use the image

of an imaginary person to fabricate fraudulent social identities.

Table 1 summarizes the findings of these experiments in terms

of Deepfake.

Table 1. Summary of the previous works for Deepfake 

Ref Dataset Method 
Best 

Performance 

[22] Own (StarGAN, Glow, ProGAN, StyleGAN) Deep Learning Features (CNN,AE) 99.8% 

[23] 100K-Faces (StyleGAN), Deep Learning Features (CNN) EER=0.3% 
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IFakeFaceDB EER=0.4.5% 

[24] Handcrafted Facial Manipulation (HFM)
FakeFace 

Net (SFFN) 
72.52% 

[25] FaceForescs++ (DNNs) N/P 

3. METHODOLOGY

This section outlines the procedures used in this paper, 

including the details of generating fake images by using real 

images with saved these images with labels, age, and gender. 

3.1 GAN 

Numerous factors, including the distribution of training 

datasets, network architecture, loss design, optimization 

method, and hyper parameter settings, define each GAN 

model. The values of model weights are sensitive to their 

random initializations and do not converge to the same values 

throughout each training due to the non-convexity of the 

objective function and the instability of adversarial 

equilibrium between the generator and discriminator in GANs 

[26]. The work starts by training the generator and 

discriminator from scratch. Where the work of the 

discrimination is by discriminating the image if it is real from 

the dataset or fake from the generator. The generator's job is to 

generate very distorted images, while the discriminator's work 

is to give random commands that don't know if the image is 

real or fake. Over time, when you provide it with a lot of data, 

about, say, a million images, it will start to discriminate 

between fake and real, and the generator will start making 

images that look like the real ones. In general, the work of the 

discriminated is to train the generator to generate an image that 

is closer to the truth. The following law represents the 

mechanism of action. 

𝜕

𝜕𝜃𝑔

1

𝑚
[𝑙𝑛 𝑙𝑛[1 − 𝐷(𝐺(𝑧))]] (1) 

The above Generator is modeled by a neural network G(z, 

1). Its function is to translate the required data space, x, to the 

input noise variables, z. On the other hand, a second neural 

network D(x, 2) simulates the discriminator and generates the 

likelihood that the data originated from the genuine dataset, in 

the range (0,1). 

The Discriminator is then trained to accurately identify 

whether the incoming data is authentic or fraudulent. This 

implies that its weights are adjusted to increase the likelihood 

that any actual data input x will be identified as being part of 

the real dataset and to reduce the likelihood that any false 

image will be identified as being part of the real dataset. In 

more precise words, the loss/error function maximizes D(x) 

and reduces D(G(z)) functions. 

3.2 Dataset 

Previous studies contain many data that have been worked 

out extensively. In our research, we downloaded the FFHQ 

dataset of 76,400 images from kaggle, then trained the images 

and generated fake images after resizing the real images to 

32*32 through the data tool. Also, we will use a dataset-tool 

for the main image folder to change the format of the real 

images in it to png to fit our proposed integration in order to 

obtain consistent and standard images for use in generating 

fake images shown in Figure 2. 

Also, we used our real data by inserting personal images that 

are being projected to generate fake images that are close to 

the real images, as presented in Figure 3. Also, we used our 

real data by inserting personal images that are being projected 

to generate fake images that are close to the real images. In 

addition, we trained the model in real-time using the laptop's 

camera, taking live images of two individual, and generating 

fake images by moving from the first image to the second, see 

Figure 4. 

Figure 2. Real images dataset 

Figure 3. Personal images 

Figure 4. Live images from Laptop camera 
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3.3 Random projection 

The cutout augmentation may be seen of as projecting a 

random subset of the dimensions to zero, for instance, the pixel 

and patch blocking in AmbientGAN [27]. Let  𝑃1 , 𝑃2 ,..., 𝑃𝑁

represent a collection of deterministic projection augmentation 

operators, where 𝑃𝑗
2 = 𝑃𝑗  serves as their distinguishing

characteristic. Each of these operators, for instance, has the 

ability to set a separate fixed rectangular region to zero. It is 

obvious that each projection has a null space (unless it is the 

identity projection) and that it cannot be inverted 

independently. 

Take into account a stochastic augmentation that chooses 

either the identity or one of these projections at random. The 

discrete probabilities of selecting the identity operator 𝐼 for 𝑝0

and 𝑃𝐾  for the subsequent 𝑝𝑘 are denoted by 𝑝0, 𝑝1,..., and 𝑝𝑁.

Define the projections' combination as: 

𝑇 = 𝑝0 𝐼 + ∑ 𝑥𝑝𝑗

𝑁

𝑗=1

𝑃𝑗 (2) 

T is a collection of operators once more, but unlike the 

preceding examples, some (but not all) of them are not 

invertible. T is invertible on the probability distribution 𝑝, but 

under what circumstances? Assume that 𝑇 is not invertible, 

meaning that a probability distribution with the shape x≠0 

exists that makes Tx=0. 

0 = 𝑇 = 𝑝0 𝐼 + ∑ 𝑥𝑝𝑗

𝑁

𝑗=1

𝑃𝑗 (3) 

∑ 𝑥𝑝𝑗

𝑁

𝑗=1

𝑃𝑗𝑥 = −𝑝0𝑥 (4) 

We can consider the inner product of both sides of this 

equation with x if we make some technical assumptions (such 

as the discreteness of the pixel intensity values, which is 

justified in Theorem 5.4 of Bora et al. [27]): 

∑ 𝑥𝑝𝑗

𝑁

𝑗=1

⟨𝑥, 𝑃𝑗𝑥⟩ = −𝑝0⟨𝑥, 𝑥⟩ (5) 

If the probability 𝑝0 of identity is larger than zero, the right

side of this equation is absolutely negative since x≠0. Since the 

inner product of a vector with its projection is non-negative, 

the left side is a non-negative sum of non-negative components. 

Therefore, unless p0=0, the assumption contradicts itself; on 

the other hand, if there is a non-zero chance that it would yield 

the identity, random projection augmentation does not leak. 

3.4 The proposed method 

The development of Deepfake's neural networks, which 

excel at producing convincing human-sounding images and 

videos, has significantly enhanced the technology [28]. We 

presented a system that could identify forgeries image files in 

order to lessen the negative impacts brought on by these types 

of images. Recently, several new methods have emerged in 

this field. Many Deepfake models exist, including CycleGAN, 

GANimation, StarGAN, and others. GANimation can only 

change one whereas StyleGAN can edit many characteristics. 

Since it is robust enough, we create a model to counteract 

StyleGAN manipulation. The StyleGAN is supplied with real 

images [29]. The altered photos are produced by StyleGAN. 

In this study, we will examine and contrast the StyleGAN 2 

and StyleGAN-ADA. Understanding (and managing) the 

image synthesis process in the convolutional GAN generator 

is the goal of SyleGAN, See Figure 5. 

Figure 5. Traditionally, a feed forward network's input layer, 

or the first layer, is where the generator receives the latent 

code (a). By completely removing the input layer and 

beginning from a learnt constant instead, we stray from this 

architecture (b) 

The architecture of the generator would be altered, 

according to the authors. A feed-forward network projects and 

detangles the input into a middle latent space rather than 

giving the generator the latent code (Z) directly (W). To 

directly adjust the adaptive instance normalization (AdaIN) 

after each convolution, an affine transformation may be 

generated from W. As a result, W will be encouraged to 

specialize in various styles by the affine transform settings. 

Keep in mind that a learning constant tensor serves as the 

generator's input. Each feature map is then given an additional 

dose of Gaussian noise to facilitate the creation of stochastic 

details.  

The AdaIN operation is defined as: 

𝐴𝑑𝑎𝐼𝑁(𝑥𝑖 , 𝑦) = 𝑦𝑠,𝑖

𝑥𝑖 − 𝜇(𝑥𝑖)

𝜎(𝑥𝑖)
+ 𝑦𝑏,𝑖, (6) 

Since the learnt mapping induces its sampling density, the 

intermediate latent space W does not need to support sampling 

in accordance with any fixed distribution (whereas Z must). 

Since disentangled factor representation makes it simpler to 

produce realistic images, the generator has an incentive to 

linearize the factor of variation in Z while they are learning. 

The authors found no advantage to giving the latent code as 

input to the generator when adding the mapping network and 

AdaIN. They streamlined the design by requiring an input of a 

constant (learned) tensor. These modifications have the 

significant benefit of enabling both high-level and low-level 

control over the styles, as each style only has a local impact 

(specific to a convolution operation). 

Where the matching scalar components from style y are 

used to scale and bias each feature map 𝑥𝑖  after it has been

individually normalized. Since there are twice as many feature 
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maps on that layer, y has two dimensions. Instead of using an 

example picture in our method as in style transfer, we calculate 

the spatially invariant style y from vector w. As comparable 

network topologies are previously utilized for feedforward 

style transfer [30], unsupervised image-to-image translation 

[31], and domain mixes [32], we decided to reuse the term 

"style" for y. AdaIN is especially well suited for our aims 

because to its effectiveness and concise representation when 

compared to other generic feature transformations [33, 34]. 

3.4.1 StyleGan2 

StyleGAN-2 outperforms StyleGAN-1 in two different 

ways. In order to address the "blob" issue, it first applies the 

style latent vector to alter the weights of the convolution layer. 

The created image has a "blob" problem since important 

information is lost when the resulting image is normalized 

using the style latent vector. As a result, the generator learns 

to produce a big blob that acts as a "distraction," absorbing the 

majority of the normalization's effects (somewhat similar to 

using flares to distract a heat-seeking missile). Two, it makes 

advantage of residual connections to assist it to avoid the 

problem where some features become stuck at pixel intervals 

[7]. There are two elements to the StyleGAN2 generator. An 

original, normally distributed latent is first converted into an 

intermediate latent code, 𝑤~𝑊 , via a mapping network. 

Finally, a synthesis network G uses a learnt 4×4×512 constant 

𝑍0 to create an output image 𝑍𝑁=G by applying a series of N

layers made up of convolutions, nonlinearities, upsampling, 

and per-pixel noise (𝑍0; w). The modulation of the convolution

kernels in G is controlled by the intermediate latent code w. 

Two layers are run at each resolution according to a strict×2 

upsampling schedule, and the number of feature maps is 

trimmed in half after each upsampling. Skip connections, 

mixing regularization, and path length regularization are 

further techniques used by StyleGAN2. 

Stylegan2 was updated by the StyleGAN-2-ADA (where 

"ADA" stands for "adaptive") [4] which employs invertible 

data augmentation. The term "adaptive" refers to how it adjusts 

the amount of data augmentation used by beginning at zero 

and progressively increasing it until a "overfitting heuristic" 

reaches a goal level. 

3.4.2 StyleGan2-ADA 

Designing a technique to train GAN with less data is the 

goal of StyleGAN2-ADA, where ADA stands for Adaptive 

Discriminator Augmentation, see Figure 6. 

Figure 6. Stochastic Discriminator Augmentation [35] 

The letters G and D stand for the discriminator and 

generator, respectively. The augmentation probability, p, 

which determines the intensity of the augmentations, lies 

between 0 and 1. We often add augmentations to the pipeline, 

so the discriminator D seldom gets a clean picture. The value 

of p will be set at about 0.8. 

Before the discriminator D during training evaluates the 

generated images, they will be enhanced. The generator G is 

instructed to only create clean images because the 

augmentation process is performed after the generation. 

4. RESULTS AND DISCUSSION

In this section the obtained results using the stylegan2-ada 

method will be presented and compared with the old method 

stylegan2. Proposed system was implemented in python using 

OpenCV [36] library for age processing and face detection, in 

addition, it was implemented using PyTorch due to its high 

speed compared to TensorFlow. In addition, the used data was 

trained using the NVIDIA RTX 20786 processor. We first 

generated images on a previously trained model to test the 

programs if they were working correctly. then, we downloaded 

data from kaggle and created a dataset-tool for it through 

which the images were initialized and moved from normal 

images to images ready for training. 

4.1 Dataset 

To evaluate the performance of our used method, we 

downloaded the FFHQ data set consisting of 76,400 images 

from Kaggle that were trained after resizing them to suit our 

computer used to create fake images by dividing the number 

into two groups where the first group contains 6400 images 

and through the dataset tool the program puts Every 1000 

images in a folder, then the program performs training of the 

master folder that contains the prepared images, and the result 

is as seen in Figure 7, which shows the fake images that were 

generated from the real images. 

As presented in Table 2, the total dataset is 6400 images, 

but 1000 images were trained, and the amount of wrong was 

167. Then we trained 101 images, and the amount of wrong

was 20. As for the performance, it was 83.3 and 80.2,

respectively. Figure 8 presents the graph of image setup and

performance rating of how effective fake image detection.

Figure 7. Fake images dataset 
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Table 2. Results of FFHQ dataset 

Dataset Generate Wrong generate Performance 

6400 

1000 167 83.3 

101 20 80.2 

201 40 80.2 

Figure 8. Performance of FFHQ dataset 

(a) 

(b) 

Figure 9. (a) Personal images projection. (b) generating 

images with number and age 

Figure 10. Result of live images from laptop camera 

As for the personaed images, where we inserted two images 

to create a projection between them. Selecting the number of 

images is not optional, for instance, random number will be 

selected such as 200 the program generates 200 fake images 

by moving between the two images that were entered while 

saving the image with a label, each image contains the 

generated number and age as presented in Figure 9. Since there 

were not any false images generated, the result is 100% of 

generating fake images by entering real personal images. 

In addition, we trained the model in real-time using the 

laptop's camera, taking live images of two individuals, and 

generating fake images by moving from the first image to the 

second as presented in Figure 10. 

4.2 StyleGan2-ADA 

An architecture known as StyleGAN2 [37, 38] is regarded 

as the initial attempt at the Deepfake model challenge. Given 

its ease of fine-tuning training and ability to produce almost 

artifact-free. Deepfake face images with minimal training 

samples, StyleGAN2-ADA [39, 40] was the implementation 

which was used for the same reason in producing almost 

artifact-free fake face images. The Stylegan2-ada 

implementation also makes it simple to freeze the weights and 

parameters of a user-specified number of layers in the 

"Discriminator" during training operations. The initial 

StyleGAN2-ADA implementation was modified in a way that 

freezing capability was also accessible for the layers of the 

"Generator". This process was crucial for the work of training 

many models with slightly varied parameters (also known as 

weights), from which images that were almost "identical" to 

real images were generated. 

Stylegan2-ada has the advantage that it works with less data 

because it has an augmentation that turns a few images into 

many images which is not found in stylegan2. As presented in 

Figure 11, throughout the training on the same amount of data 

for both methods, which displays the accuracy and clarity of 

images in stylegan2-ada. StyleGAN2-ada obviously produces 

the most realistic-appearing expressions while accurately 

preserving the input's individuality and facial traits. Despite 

the fact that stylegan2 mostly maintains the identity of the 

input, many of their outcomes are displayed fuzzy and do not 

keep the degree of clarity as seen in the input. By producing 

hazy images, GAN even fails to maintain the individual's 

identity in the images. The implicit data augmentation effect 

from a multi-task learning scenario, in our opinion, is the 

reason styleGAN2-ada outperforms other image quality 

algorithms. images have a limited number of samples, such as 

500 photos per domain. Stylegan2 can only utilize 1,000 

training images at a time when trained on two domains, 

whereas styleGAN2-ada may use 4,000 images in total from 

all the accessible domains. This enables styleGAN2-ada to 

correctly learn how to preserve the standard and clarity of the 

output that is produced. 

In Figure 12(a), the level of the curve using stylegan2-ada 

rose to a high level, as if the training was done correctly, which 

means that the generator could deceive the discriminator in the 

training. As for the second curve, which was done using 

stylegan2, when the images were given for training, the result 

was high, but with time it began to decline because the 

generator could not train well. For this, the discriminator was 

able to take enough time to distinguish between the real and 

the fake images. 
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In Figure 12(b), the level of the curve decreased using 

stylegan2-ada at the same time that the curve rose in Figure 

11(a), and this indicates that the training was done well, but in 

Stylegan2, the generator increased because the training was 

not done well, and in this case, the discriminator is the best. 

And he was able to detect the fake images from the real ones. 

In Figure 13(a), the two methods stylegan2 and stylegan2-

ada were used and could not generate fake images, and after 

training better, the stylegan2-ada method maintained a high 

level of training, while stylegan2 only decreased its training 

level and its inability to generate good fake images. As for 

Figure 13(b), the detection score was low in the stylegan2-ada 

method, meaning that the discriminator could not distinguish 

between the real and the fake, while in stylegan2 the 

discriminator was able to overcome the generator in 

distinguishing between the real and the fake. 

(a) 

(b) 

Figure 11. Difference between (a) stylegan2 and (b) 

stylegan2-ada 

(a) 

(b) 

Figure 12. Difference between stylegan2 and stylegan2-

ada (a) loss discriminator (b) loss generator 

(a) 

(b) 

Figure 13. Difference between stylegan2 and stylegan2-ada 

(a) score fake (b) score real

5. CONCLUSION

This paper aims to create a large number of images of fake 

individuals by using images of real individuals. 76400 FFHQ 

images were used from Kaggle, these images were entered into 

python program using the stylegan2-ada method then 

compared it with stylegan2 where the images generated by the 

stylegan2-ada method were accurate and high quality, unlike 

stylegan2 which needs a large amount of data in order to read 

the images correctly. Previous research lacks the use of a high-

specification computer which makes it difficult to train the 

model. This problem was addressed by using a high-
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specification computer with a high screen card. in addition, 

real data was used by inserting personal images that are being 

projected to generate fake images that are close to the real 

images to create any number of images that were entered, for 

example, number 200 was entered and the program created a 

folder containing images as a result of the projection between 

two images, and the program also calculated the age for each 

image with the work of the label for each of them. Then a 

camera was used directly from the computer and recorded live 

image. We also entered the required number for the purpose of 

generating it. Our proposed approach was accurate and it was 

proven that this method possesses a latent, non-overlapping 

space that allows for control and liberation. To further improve 

the performance of the proposed method, a computer a high 

ram card will be used for the experiment, and we will also 

study a new method in which the error rate is low. 
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