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Video cameras are widely utilized and have ingrained themselves into many aspects of our 
daily life. Analysis of video contents is more challenging as the size of the data collected 
from the cameras increases. The fundamental cause of this challenge is because certain data, 
like the videos, cannot be queried. Our research focuses on converting traffic videos into a 
structure that can be queried. Specifically, an application called TraViQuA was suggested f 
or natural language-based car search and localization in traffic videos. To query and identify 
cars, data including color, brand, and appearance time are used as features. The query is 
initiated in real time on live traffic feed, as the user enters the search term on the application 
interface. Our text to SQL conversion algorithm enables the mapping of a search term into 
a SQL query. Based on the response to the natural language query, TraViQuA can start the 
video from the relevant time. Deep neural networks were employed in our application for 
text to SQL conversion and feature extraction. Our research reveals that color and brand 
models had mean average precision of 98.714% and 91.742%, respectively. The text to SQL 
conversion had an 80% accuracy rate. To the best of our knowledge, TraViQuA is the first 
application that enables police officers to input a natural language description of a car and 
discover the car of interest that matches the description, bridging the gap in traffic video 
surveillance. Moreover, TraViQuA can be incorporated into other intelligent transportation 
systems to support law enforcement officials in urgent situations like hit-and-run incidents 
and amber alerts. 

Keywords: 
natural language processing (NLP), you 
only look once (YOLO), long short-term 
memory (LSTM), video query, deep learning 

1. INTRODUCTION

Roads were required for the transportation of goods as
international trade relations began to grow. Large-scale roads 
have been constructed in response to this requirement. Road 
construction increases the risks like theft, terrorism, and 
accidents. To cope with the risks, people have created a variety 
of road control techniques [1, 2]. Today, this is served by 
emerging technology like video surveillance cameras. The 
practice of recording video camera images extended 
throughout society in the 1990s [3]. As a result, new uses for 
cameras in traffic and road control emerged. However, the 
extent of the road networks has grown significantly over time. 
For instance, Turkey has 68,526 kilometers of motorways that 
are monitored by video cameras positioned at regular intervals 
[4]. More personnel are needed to interpret the video camera 
images [5]. The traditional manual interpretation approaches 
are ineffective, time-consuming, and error-prone, facing the 
enormous amounts of video data. Traffic officers must 
constantly analyze an insanely large number of live video 
footages as traffic camera networks continue to expand, 
adding significantly to their workloads. Smart systems are 
needed to reduce the error rate and the workload. 

Studies on artificial intelligence have advanced quickly in 
recent years and offer solutions to many issues in several 
sectors [6]. Artificial intelligence will inevitably be used, 
particularly in fields requiring video analysis. Natural 
language processing is another field of artificial intelligence 
applications. This method is typically employed in 

conjunction with image processing techniques to examine 
traffic camera images via natural language queries [7]. 

This study devises a hybrid approach coupling three 
different methods to analyze traffic videos, including object 
detection, video summarization, and text to SQL conversion. 
As a subfield of image processing, object detection seeks to 
locate objects in the content of image data by accounting for 
their unique properties [8]. In this instance, cars serve as the 
target objects for our system, and features to investigate 
include color and brand. 

Video summarization is an important topic for the big data 
analysis of video images. Chen et al. [9] employed different 
methods for video summarization. Hussain et al. [10] 
implemented video summarization as a feature to provide 
general summary or query-based summary of data. In our car-
oriented system, the images are summarized according to the 
frames that include cars.  

In the object recognition module, deep neural networks are 
trained using the pretrained you only look once (YOLO) 
models [11]. The module only has two models: a brand model 
and a color model. The former was trained on the Car 
Connection Picture Dataset (CCPDS) [12], while the latter was 
trained by our own dataset. 

The results from the above two models were used to develop 
the video summarization system. Each video summary was 
created by determining the changes in the video timeline, 
according to the results from the brand model and the color 
model. 

Text to SQL conversion is an increasingly popular topic of 
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natural language processing [13]. It allows users to make 
queries using natural language. Our study applies the SmBoP 
model, which is developed based on semantic parsing. The 
spider dataset was used for model training [14]. 

Natural language applications for video querying systems 
have not yet been explored in the literature. There are 
numerous limitations with the relevant studies. For example, 
scholars have focused on specific queries made in natural 
language, without considering flexible structures of natural 
language expressions. The target videos cover a certain area 
and have a static structure. The accuracy is often reported on 
static images, which does not reflect the real-world conditions. 

Similar studies have suggested AI-based models for 
identifying the make and model of cars, but they ignore crucial 
information like the color of the car. Color is a key factor in 
ensuring that an AI model is reliable and appropriate for use 
in video surveillance applications. The query "A white 
Mercedes" on a highway is more useful than the query "A 
Mercedes" because it includes the color feature.  

TraViQuA corrects the flaws in earlier studies and suggests 
a fresh, reliable model for application in practical situations 
like traffic video monitoring. Our color model provides an 
additional filter to narrow down the results, and minimizes the 
time to recognize a car in a scene. To the best of our knowledge, 
TraViQuA is the first application that fills the gap in traffic 
video surveillance by offering a human-computer interface, 
which enables police officers to type a natural language 
description of a car and find the car of interest that matches the 
description. 

 
 

2. LITERATURE REVIEW 
 

For a very long time, scholars have been exploring the 
problem of text to SQL conversion. The studies in this field 
were not very successful in the early phases, due to the lack of 
adequately sophisticated language models. Bidirectional 
Encoder Representations from Transformers, or BERT, was 
launched by Google in 2018 and its use to convert text to SQL 
improved conversion success rates [15]. 

Studies on text to SQL conversion commonly employ the 
Spider dataset, which was created by Yale University's 
Language, Information, and Learning Laboratory (LILY) [16]. 
TypeSQL, SQLNet, and SyntaxSQLNet are a few examples of 
studies created using the Spider dataset [17-19]. However, the 
accuracy rates of these studies continue to hover around 30%. 
The BERT model helps to improve the accuracy rates. This 
model has been hybridized with RatSQL (Relation-Aware 
Schema Encoding and Linking), which is supported by 
Microsoft [20]. Complex databases are compatible with 
RatSQL. It uses a semantic parsing technique based on the 
connections between the tables. RatSQL+BERT has a 61.9% 
accuracy rate. By creating the RatSQL model's encoder, Rubin 
and Berant developed the text to SQL transformation model 
known as SmBoP (Semi-autoregressive Bottom-up Semantic 
Parsing) [14]. The accuracy rate for SmBoP is 71.1%. 

Based on the T5-3B pre-trained model, another model 
called PICARD was developed [21] by programming 
languages Haskell and Python [22, 23]. PICARD operates 
with a 75.1% accuracy rate. An application called Bridge was 
designed by Lin et al. using BERT as the language model. 
Researchers have utilized database schema matching and input 
from natural language to accomplish SQL query prediction. 
Database schemas were pruned in their investigations. This 

technique avoided predicting erroneous SQL queries. The 
accuracy rate of the developed system is 68.3% [24]. Huang et 
al. developed a text to SQL model named Rasap, using Electra 
pre-trained text encoder and RatSQL database encoder. The 
accuracy rate of the developed model was 70% [25, 26]. 

Studies on object recognition have accelerated thanks to 
advances in deep learning. The YOLOv2 model was used by 
Li et al. to study multiple object detection. Their research 
centered on classifying the various traffic vehicle classes. Four 
classes of vehicles were used in the object detection phase of 
the experiments: trucks, cars, buses, and vans. Multi-object 
detection achieved an accuracy rate of 89.64% whereas simple 
object detection achieved a success rate of 92.09% [27]. For 
the Parrot AR Drone 2, Rohan et al. created a real-time object 
detection system. The system processes the images captured 
by the drone's front camera. The authors used single shot 
detector (SSD) and convolutional neural network (CNN) 
techniques for object recognition applications. The accuracy 
rate for the SSD technique, which was trained on 5100 images, 
was 98.2% [28]. Ćorović et al. [11] examined real-time traffic 
camera images. The research was based on the fact that 
traditional networks yield sluggish results. To improve 
performance, they used a quicker model called YOLOv3 with 
5 object classes: cars, trucks, pedestrians, traffic signs, and 
lights. The accuracy rate reached 46.6%. The low accuracy 
rate was caused by very small objects in the images [11]. 
Eggert et al. tested the detection of small objects called "Look 
Closer." The Faster R-CNN was employed to find logos of 
small businesses, and achieved an 80% accuracy [29]. Stuparu 
et al. tried to detect cars in satellite and drone images, using 
the RetinaNet. Their vehicle detection accuracy was 72% [30]. 

Video summarization systems are important to applications 
with a large amount of video content. Ma et al. proposed a 
framework for video summarization, which focuses on 
concepts that attracted people's attention in a video. A 
summary video was obtained by compressing the area 
occupied by the object in the time series, i.e., the area that 
attracts user attention [31]. Mahasseni et al. [32] presented a 
video summarization system using unsupervised learning. 
Specifically, subsets of frames in the video stream were 
analyzed semantically, the repetitive subsets were removed, 
and the video was summarized. The video frame subsets to be 
extracted were determined by the LSTM, a deep neural 
network [32]. Gong et al. [33] argued that unsupervised 
learning is not directed towards human thoughts, and 
suggested video analysts to focus on a particular topic. 
Following this train of thought, they put forward a 
summarization system with selected video frame subsets, in 
the context of supervised learning. The subset selection and 
feature extraction were achieved using greedy algorithm and 
Bayesian networks [33]. 

Wu et al. [34] proposed a high-density peak search 
clustering algorithm for summarizing static videos. The 
algorithm was developed by combining similar parts of 
multiple videos. The high success rate of their algorithm was 
observed through experiments [34]. Otani et al. [35] developed 
a semantic approach for video summarization based on the 
SumMe dataset [35], and presented the benefits of deep 
semantic features in video summarization [36]. 

Tellex and Katz are leading researchers in the field of 
natural language queryable videos. Tellex and Roy targeted 
the indoor images taken from a fish-eye camera, and tried to 
determine the equivalents of the words "along" and "across" in 
the video. This is realized by classifying these two words with 
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decision trees [37]. Katz et al. [38] utilized four natural 
language queries to identify the moving objects in videos taken 
by a single camera, and applied the START method for textual 
question and answer. 

 
 

3. METHODOLOGY 
 

TraViQuA is composed of three main modules. The first 
module is responsible for object detection. In this module, the 
video stream from the traffic surveillance camera is imported. 
The input is divided into frames and sent to the color model, 
which aims to identify cars and their colors. The results of the 
color model, together with the time stamps and object 
locations, are taken as parameters of the submodule for 
clipping. This submodule converts each detected object into a 
separate image, and imports it to the brand model for brand 
detection.  

The detection results are further sent to the video 

summarization module, which evaluates the results according 
to three features: color, brand and time stamp. The video 
summarization module compares the results of the current 
frame with those of the previous frame. If the results are 
different, the current results are stored in the database. These 
processes continue as long as the video stream is provided. 

In the text to SQL module, the user's natural language query 
is imported, and converted to an SQL query via semantic 
parsing. The output is the textual summary of the video, which 
is displayed to the user. These results are filtered according to 
the user's query. The user can start the video from the relevant 
time or see the summary of results as a list on the interface. 
Figure 1 shows the general flow of the application. 

TraViQuA requies a minimum of 2.5 GHz x64 processor, 8 
GB RAM and 5 GB free disk space. More free space is needed 
if the video input to the system grows. The interface of the 
desktop application is designed to be simple and user friendly 
(Figure 2). 

 

 
 

Figure 1. General flow of the application 
 

 
 

Figure 2. User interface of the desktop application 
 

3.1 Object detection module 
 

The object detection module performs operations on the 
input video. The objects are detected by real-time video 
processing techniques. The goal is to identify color and brand 
features of the cars. Therefore, feature extraction is applied to 
provide queryable structure. The results of this module are 
imported to the video summarization module. 

3.1.1 Color module 
The input video is firstly processed in the color module, 

before being divided into frames. The divided frames are 
tagged with the current date and time. The date and time tags 
are the key parameters for video analysis. The color module 
trained with YOLOv5 is used for detecting cars and their 
colors in the tagged frames. The module outputs the 
coordinates, color and reliability value of each car it detects on 
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the frame. On this basis, each frame is divided into a number 
of temporary frames, which are transferred to the brand 
module and passed to the other module of the application. 
Figure 3 explains the operation of the color module. 

 

 
 

Figure 3. Operation of the color module 
 
The deep neural network was trained by 1136 images 

containing 6 color classes: white, gray, red, blue, yellow and 
black. The dataset of the color model is prepared with car 
images grouped by their colors. Full supervised learning was 
adopted to label the images. For example, all the black cars are 
labeled as black. In this way, each color class only contains car 
objects with various brands and models (Figure 4). 

There are four main parts of our YOLOv5 model for car and 
color detection: 

1) Backbone: This part contains a CNN acting as a 
feature extraction network, which extracts and  
aggregates feature maps from input images. 

2) Neck: This part, connecting the Backbone to Head, 
generates feature pyramids. These pyramids are 
designed to ensure accuracy and speed. In YOLOv5, 
PANet is used as Neck to produce feature pyramids. 

3) Head: This part uses the features created by Neck to 
predict boxes and classes, producing bounding box 
and confidence scores. 

4) Detection: This last part outputs predicted bounding 
box with class label and its confidence score. 

 

 
 

Figure 4. Car labeling 
 
Figure 5 overviews the YOLOv5 model used to detect car 

brands and car colors. 
 

3.1.2 Brand module 
This module detects the brands of the cars on the temporary 

frames from the color module. The deep neural network for 
brand detection was trained with YOLOv5. The temporary 
frames from the color module are imported to the brand 
module sequentially. The brands identified by the brand 
module are transferred to the video summarization module. 
The temporary frames are removed from memory at this stage. 
Figure 6 explains the operation of the brand module. 

The brand model was trained on the CCPDS dataset [12], 
which includes 297,000 car images. These images contain 
such car parts as tires, headlights, and door handles. The car 
parts are unnecessary for training, for our aim is to detect the 
cars as a whole in traffic surveillance videos. Therefore, as the 
first step, irrelevant training images are removed from the 
dataset. 

 

 
 

Figure 5. Overview of YOLOv5 model 
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Figure 6. Operation of the brand module 
 
Next, the remaining images are preprocessed through 

rescaling and cropping. YOLO detects objects with the help of 
anchor boxes. These boxes must be of the right size and 
number to reduce the time to detect these anchors and improve 
the positioning accuracy of cars. For this purpose, rescaling is 
carried out to optimize the aspect ratio and provide robust 
learning. As a result, the training and detection images share 
the same aspect ratio. Cropping ensures that training image 
only contains the car objects. It is a useful pre-processing 
method where the position of the car has large variance [39]. 
After pre-processing, 31583 images with 40 brand classes 
were obtained. Among them, 27582 images were used for 
training. Finally, car images with a reliability over 80% were 
selected for training YOLOv5 [39]. 

 
3.2 Video summarization module 

 
The video summarization module runs our breakpoint 

detection algorithm on the objects detected by the previous 
module. The steps of the breakpoint detection algorithm are as 
follows: 

1) Extract the frames from the video as a sequence of 
images. 

2) Detect the cars in the current frame and store them in 
a list (newCarList). For example: 1 White Mercedes, 

1 Blue Audi.  
3) Pass the newCarList to the control function named 

“detectBreakPoint”. 
4) Run detectBreakPoint(currenCarList, newCarList): 

Check if the detected objects in the newCarList are 
same with the cars in the currentCarList. If not, update 
the currentCarList and store it in the database. 

Two sample scenarios are presented to better illustrate the 
flow of the breakpoint detection algorithm. 

Scenario 1. If there is one car in the current frame and in the 
next frame(s): A White Mercedes appears in the current frame. 
Since no white Mercedes appears in our empty currentCarList, 
the algorithm marks it as a new car. Therefore, the first 
appearance time of the car in the frame is stored in the database 
as a breakpoint. Then, the currentCarList is updated with the 
new car (White Mercedes). If the White Mercedes still appears 
in the following frames, nothing is done for only the first 
appearance time is needed. 

Scenario 2. If new car(s) appear(s) in the following frame(s): 
A White Mercedes appears in the current frame and a Blue 
Audi appears near it in the next frame. In this scenario, the 
algorithm works as the same way in Scenario 1, and stores the 
first appearance of White Mercedes as a breakpoint. When the 
Blue Audi appears in the next frame, this appearance creates 
two new breakpoints: one for the White Mercedes and one for 
the Blue Audi. These are also stored in the database. Therefore, 
2 breakpoints are determined for White Mercedes and 1 
breakpoint for Blue Audio. The creation of another breakpoint 
for White Mercedes is to ensure that our system captures the 
natural language queries entered by user such as “show me the 
White Mercedes and Blue Audi that appeared together on 
cam1 between 13:00 and 15:00” or “show me all the White 
Mercedes cars that appeared on cam1 and cam2” etc. 

Figure 7 illustrates the flow of the breakpoint detection 
algorithm. 

The video summarization module offers a semantic 
approach. The results of the module include date, time, car 
color, car brand, camera information and camera location. 
These results serve as an index for making queries on the video. 

 

 
 

Figure 7. Flow of the breakpoint detection algorithm 
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3.3 Text to SQL conversation module 

The LSTM is a deep learning model widely applied in real-
world problems, namely, robot control, machine translation, 
human action recognition, speech recognition, and grammar 
learning. Our problem resides in the domain of machine 
translation. During the translation, the source language is 
transferred to the target language through AI models, without 
any human intervention. In our case, the aim is to translate 
sentences from a natural language, i.e., English (e.g., show me 
white cars appeared in cam1) to SQL language (e.g. Select * 
from cars where color = “white” and location=”cam1”), so that 
users can query our database with SQL. The input from our 
natural language query interface is converted into an SQL 
query. It is more efficient and more accurate for an average 
user to locate a car using a natural language instead of SQL, 
which requires the mastery of technical knowledge. The 
natural language text is converted into SQL query in 4 steps: 
dataset collection, pre-processing, word embedding, LSTM 
treatment (Figure 8). 

Dataset: We used the Spider dataset annotated by 11 Yale 
students. This large-scale cross-domain semantic parsing and 
text to SQL dataset contains 10,181 questions and 5,693 
unique complex SQL queries on 200 databases with multiple 
tables covering 138 different domains. 

Pre-processing: Mathematical representation of natural 

language without errors increases the success of translation. 
Therefore, preprocessing is needed to make the mathematical 
representation of natural language expression error-free. In 
this case, we adopted such preprocessing methods as spelling 
correction, tokenization, entity recognition, and stop word 
removal. 

Word embedding: Since machine learning models cannot 
process text directly, we converted textual data into numerical 
data through word embedding, which helps to capture the 
semantic and syntactic context of a word, and improve the 
understanding of how similar/dissimilar it is to other term. 

LSTM treatment: The problem of language translation can 
be solved by converting text to SQL. For this purpose, we 
employed semantic parsing algorithm. The algorithm converts 
sequences from one domain (sentences in English) to 
sequences in another domain (SQL). The LSTM-based 
SmBoP was adopted to realize the text-to-SQL conversion. 
Figure 9 shows the operation of our text to SQL module. 

During the text to SQL conversion, the database design 
directly affects the conversion accuracy. The conversion 
accuracy is high, if databases do not have a large number of 
tables. Therefore, our database is designed based on a single 
table. Date, time, brand, color, camera information and camera 
coordinates are all stored in the database. 

The number of queries that can be made on the traffic videos 
are limited. Figure 10 shows the possible parameters for a car. 

Figure 8. Operation of text to SQL module 

Figure 9. Operation of text to SQL module 
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Figure 10. Possible parameters for a car 
 
 

4. RESULTS AND DISCUSSIONS 
 
Three deep neural networks are utilized to develop 

TraViQuA (Table 1). 
 

Table 1. Deep learning models 
 

Module Model Data Set Model Size Output 
Color YOLOv5 Custom 659.4 Mb Colors 
Brand YOLOv5 CCPDS 661.1 Mb Brands 

Text to SQL SmBoP Spider 1.27 Gb SQL 
 
Specifically, YOLOv5, SSD, and Faster R-CNN were 

compared experimentally for model selection. The 
comparison intends to determine the colors of the cars. During 
the experiment, a dataset of 1136 images was divided into a 
training set and a test set at the ratio of 4:1. The success rates 
of the models is shown in Table 2. 

 
Table 2. Comparison of the models 

 
Model mAP 

YOLOv5 0.97321 
Faster R-CNN 0.93100 

SSD 0.79890 
 
Compared with the literature, the YOLOv5 was more 

successful than other models [40, 41]. For this reason, 
YOLOv5 was chosen for our application. Next, a dataset 
consisting of 1136 images with 6 color classes was used to 
train the YOLOv5-based color detection model. Figure 11 
shows the image distributions for each class. 

The color model was trained for 200 epochs. Figure 12 
shows the trends of the loss functions. It can be seen that the 
loss functions form a descending curve. As the training 
continues, the losses approach zero, indicating that the model 
produces successful results. 

YOLOv5 calculates the final loss score by combining its 
three loss functions, namely, box_loss, cls_loss, and obj_ loss. 
Mean squared error (MSE) is used for box_loss. This is the 
simplest and most commonly used loss function. The MSE can 

be calculated by taking the difference between model 
predictions and the ground truth. The difference is then 
squared, and averaged across the whole dataset. The equation 
for MSE can be expressed as: 

 

𝑀𝑀𝑀𝑀𝑀𝑀 =
1
𝑛𝑛
�(𝑦𝑦𝑖𝑖 −  𝑦𝑦�𝑖𝑖)2
𝑛𝑛

𝑖𝑖=1

 (1) 

 
where, n is the number of samples; 𝑦𝑦�𝑖𝑖 is the predicted value; yi 
is the ground truth. 

Binary cross entropy (BCE) is used for Obj_loss loss 
function. It represents the confidence of object presence. The 
equation for BCE can be expressed as: 

 

𝐵𝐵𝐵𝐵𝐵𝐵 = −
1
𝑛𝑛
�𝑦𝑦1 log(𝑦𝑦�𝑖𝑖) − (1 − 𝑦𝑦𝑖𝑖) log(1 − 𝑦𝑦�𝑖𝑖)
𝑛𝑛

𝑖𝑖=1

 (2) 

 
where, 𝑦𝑦�𝑖𝑖 is the i-th predicted value in the model output; 𝑦𝑦𝑖𝑖  is 
the corresponding target value; n is the number of scalar values 
in the model output. 

Categorical cross entropy (CCE) is used for Cls_loss 
function. Formally, it is designed to quantify the difference 
between two probability distributions. The equation for BCE 
can be expressed as: 

 

𝐶𝐶𝐶𝐶𝐶𝐶 =  −�𝑦𝑦𝑖𝑖 log(𝑦𝑦�𝑖𝑖)
𝑛𝑛

𝑖𝑖=1

 (3) 

 
The mAP metric was selected to compare the actual 

bounding box with the detected box, before returning a score. 
The higher the score, the more accurate the object detection. 
YOLOv5 gives mAP values in two ranges. mAP_0.5 is the 
mAP with 0.5 at the IoU (Intersection over Union) threshold. 
mAP_0.5:0.95 is the average mAP over different IoU 
thresholds ranging from 0.5 to 0.95. In both ranges, it is 
expected that the curve rises towards 1. As can be seen in 
Figure 12, the curve moves above 0.95 for the color model, 
indicating that our model is highly successful. Figure 13 shows 
the sample test results using the color model. 

 
 

Figure 11. Image class distributions for the color model 
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Figure 12. Training results for the color model 
 

 
 

Figure 13. Sample test result for a yellow car 
 
Next, a dataset of 27582 images on which 40 brand classes 

was used to train the YOLOv5-based brand detection model. 
Figure 14 displays the image distributions for each class in the 
brand dataset. 

The imbalance in the class distributions can be attributed to 
two factors: One is the scarcity of special production vehicles, 
which is frequently encountered in real life. That is why it is 
impossible to create an evenly distributed dataset between 
classes. The second is the pre-processing on CCPDS dataset. 
During the preprocessing, car images with a reliability above 
80% were selected. Figure 15 shows the trends of the loss 
functions. 

It can be seen that the mAP curve approaches 0.91, 
suggesting that our model is highly successful. Figure 16 
shows the sample test results using the brand model. 

The text to SQL accuracy was evaluated by the exact match, 
i.e., a natural language query produced an SQL query identical 
to a predefined true query. The model used for text to SQL 
conversion was tested with different queries in natural 
language, producing an 80% accuracy. 

Table 3 compares TraViQuA with other video 
summarization systems (VSS) in the literature. All video 
summarization systems share the video playback feature. But 
these systems take the places of interests from the videos and 
create a summary video shorter in size than the normal video. 
In our system, there is no interference with the videos. 
Playback is started by going directly to the places of interests 
in the video. 

The VSSs were compared against three reference values: 
the video summarization algorithm; the queryable output 

structure; the use of semantic or clustering approach in video 
summarization. 

Our end-to-end test reports a 70% success rate. In this test, 
a natural language query was inputted into the system. Then, 
the results corresponding to the query were examined on the 
video and the accuracies were evaluated. 

The studies on natural language expressions have a common 
difficulty: they cover very large domains. TraViQuA only 
considers the transportation domain, specifically the features 
of the cars. Working in a specific domain makes the results 
more decisive. Of course, the TraViQuA design allows for 
extensions. In future studies, the application can be improved 
by adding features such as traffic signs, vehicle types and 
traffic accidents to the query criteria. 

In the video summarization module, the properties of the 
traffic video used for querying are stored in the database. A 
single database table is sufficient for the features. The use of a 
single table improves the accuracy of text to SQL conversion. 
However, a single table may not be sufficient to add features 
for future studies. To prevent the potential accuracy decline, 
the domain definitions of the newly created tables should be 
expressed clearly and each table should be designed to hold a 
feature. 

 

 
 

Figure 14. Image class distributions for the brand model 
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Figure 15. Training results for brand model 

 

 
 

Figure 16. Sample results for Chevrolet brand 
 

Table 3. Comparison with other systems 
 

VSS Approach Queryable 
Output Algorithms 

TraViQuA Semantic X YOLOv5 
Mahasseni et al. 

[32]  Clustering - LSTM & 
GAN 

Gong et al. [33] Clustering - VRHDPS 
Wu et al. [34] Clustering - VRHDPS 
Fajtl et al. [35] Clustering - LSTM 
Otani et al. [36] Semantic - DNN 

 
 
5. CONCLUSIONS 

 
This paper puts forward TraViQuA, an application that 

processes video streams of traffic surveillance cameras and 
analyzes cars based on the following features: their color and 
brand features, their appearance on the camera as date-time 
information and in which camera they were appeared as 
location information. Specifically, color and brand models 
were developed using the YOLOv5 pre-trained model and 
video images were analyzed semantically. Finally, the changes 
in the video images were detected and a queryable summary 
of the video was obtained. 

There are two main challenges in querying videos with 
natural language: it is difficult to make sense of the natural 
language, and the videos are not in a queryable structure. 
TraViQuA successfully overcomes these challenges by 
utilizing deep learning techniques. Our highly accurate query 
module enables traffic officers to find the car of their interest 
in a traffic surveillance video. They only need to type in 
natural language through a graphical user interface, without 
knowing technical knowledge. 

In future studies, the scope of analysis can be expanded by 
adding more features, such as traffic accidents, car body types 
and traffic rule violations. TraViQuA supports the analysis of 

multiple cameras, and stores the coordinates of the cameras in 
the database, paving the way for vehicle route determination. 
In addition, the structure of our application can be extended to 
be used in many different fields, where there is a need for 
automatic analysis and querying of video files. 
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