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Abstract
In recent times, air pollution in Peru is attracting the attention of the population and the government 
as well, who finally makes the policies that help us to preserve good air quality. In this research, 
we used the chemical-meteorological model Weather Research and Forecasting coupled with Chemi-
cal (WRF-Chem v3.8) to predict pollution scenarios. We studied and analyzed three 2017 months of 
summer (January, February and March) and three months of winter (July, August and September) to 
evaluate and forecast two pollutants concentration, sulfur dioxide (SO2) and nitrogen dioxide (NO2) 
over the city of Lima. We also considered the meteorological variables such as the wind speed and its 
direction, average temperature, relative humidity and atmospheric pressure. Besides, we used fixed 
industrial sources inventory as emission data and the Global Forecast System (GFS) as border data 
for the meteorological components. Within the WRF-Chem model, we implemented the Grell-Freitas 
parameterization of convection to represent the clouds; we used RRTMG for the shortwave/longwave 
radiation scheme, and the Monin-Obukhov for the processes in the surface layer, among others. On 
the other hand, for the gas phase chemistry, we used the RADM2 scheme, for the aerosol module we 
utilized the MADE-SORGAM, and finally, we employed the Fast-j photolysis scheme. We finally 
compared the results with the data provided by the ten monitoring stations that belong to the National 
Service of Meteorology and Hydrology (SENAMHI) which are located in strategic zones in Lima.

Lastly, we showed that the variables studied are within the environmental quality standard autho-
rized by the Ministry of the Environment, and we also demonstrated that the simulations given by the 
model are, in general, overlapping the values measured experimentally in all of the monitoring stations 
evaluated.
Keywords: Air pollution, Forecasting, Industrial emissions, WRF-Chem.

1  Introduction
In the last decades, several researchers have published the correlation between the decrease in 
the quality of life and the increase of allergies and respiratory and cardiovascular diseases with 
air pollution, in particular, with the high levels of industrial and vehicular emissions [1–3].

In more populated areas, industrial activities become more dangerous [4], and have a 
significant impact not only on ecology and agriculture but also on health. Particles that are 
in the atmosphere are relatively large sediment, and due to the turbulence in the air, they 
cannot be maintained in suspension for an extended period. On the other hand, smaller 
particles can be transported for long distances, so their impact can reach cities far from  
the source of emission, while they can interact with other air pollutants and cause severe 
damage [5–8].

Due to this problem, the scientific community began to develop research aimed at deter-
mining the chemical composition of atmospheric pollutants, at understanding how they are 
distributed, and which regions are most predominant, to allow preventive and corrective deci-
sions to take to safeguard the health. One of these is the experiment carried out in China to 
characterize some factors that control the dispersion of air pollutants in the city of Shanghai, 
confirming the importance of the direction and the wind speed in the distribution of the  
aerosols [9].
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The pollutants distribution’s evaluation in a city can be analyzed and studied through mon-
itoring networks or using the so-called dispersion models. The town of Lima has several air 
quality monitoring stations, belonging to the Directorate-General for Environment Quality of 
the Vice Ministry of the Environmental Management, which depends on the Ministry of the 
Environment (MINAM). In these stations, pollutant measurements are recorded, such as 
NOx, SO2, PM2.5, PM10, O3, and CO. One of the most commonly used predictive models with 
chemical coupling in the last decades is the WRF-Chem, which has a modular structure that 
contemplates meteorological and chemical processes simultaneously, considering the effects 
on the radiation balance, and the interaction of the aerosols with clouds through the nuclea-
tion of the drops [10–12].

In recent years, several articles were published in which the model mentioned above, was 
used to different cities [13–18]. In the particular case of Peru, the authors of Ref. [19] carried 
out a study on the dispersion of PM10 particles in the air, produced by burning biomass, with 
the help of that model.

Taking into account that the city of Lima is characterized by almost the total absence of 
rainfall, high relative humidity, and a persistent cloud cover; the primary objective of this 
work is to evaluate the impact of industrial sources of pollution on that city, using the WRF-
Chem model.

2  Data AND METHODOLOGY
In this section, we detail the software employed, how the configuration of the model was 
carried out, and the description of the data used.

2.1  WRF-Chem description

The Weather Research and Forecasting coupled with Chemical (WRF-Chem), is a regional 
model developed in the NOAA (National Oceanic and Atmospheric Administration) [10], 
which is used to simulate and predict the dispersion and concentration of atmospheric pollut-
ants; it has multiple physical and chemical settings. The WRF-Chem solves Eulerian type 
equations with its Advanced Research WRF (ARW) core for this purpose. Their codes are 
free and are continually being improved by both, their developers and the user community 
around the world. For this research, we used v3.8 of the WRF-Chem.

2.1.1  Model Configuration
For the simulation, we evaluated the first week of six different months: January, February, 
March, July, August, and September of 2017. The first three months comprise the summer 
season and the rest of the months belong to the coldest season, winter, for Lima-Peru. To 
evaluate the pollutant levels, we took a single domain of 4x4 km which covers approximately 
169.744 km2 (Fig. 1). Within this region, the pollutants sulfur dioxide (SO2) and nitrogen 
oxides (NOx) were coupled. The details of the domain configuration and boundary conditions 
are in Table 1, and the meteorological, physical and chemical parameterizations used are 
summarized in Table 2.

For parameterization of short and longwave radiation, we used the Rapid Radiative Trans-
fer Model for General Circulation Models (RRTMG), which aims to estimate the radiative 
flows and cooling speeds more accurately. This scheme uses the k-correlation approximation 
method for the calculation of radiation, which allows greater precision and computational 
efficiency. For the surface layer, we employed the Monin-Obukhov scheme, based on the 
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Figure 1:  Simulation domain. Lima-Peru.

relationship between the diffusion coefficients and the turbulent kinetic energy. On the other 
hand, the land surface was parameterized with the Noah scheme, which contemplates various 
physical processes, as the evaporation of water directly from the soil, or from the surfaces 
with water, the evapotranspiration of the vegetation and the heat flow with the ground and the 
plant surface (Turbulent Heat Flux), which are essential processes in water balance studies. 
In the case of the planetary boundary layer, we used the ACM2 scheme [20], which includes 
a first-order Eddy diffusion component, in addition to the explicit non-local transport of the 
original ACM1 scheme. This modification allows for improving the shape of vertical profiles 

Grid size 4 km

Domain center (−12.083796 , −77.048449 )

Number of points in x 105

Number of points in y 105

Number of points in z 30

Geographical data 30 arc seconds

Meteorological fields GFS 0:25 every 3hrs.

Simulation period 7 days

Table 1: Characteristics of the domain and the contour conditions used.
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near the surface. On the other hand, to model the clouds, we chose the Grell-Freitas (GF) 
convection parameterization, in which the mass flow of the cloud base varies quadratically as 
a function of the convective updraft fraction in the global model hydrostatic [21]. For the 
cloud microphysics, we employed the sophisticated Purdue-Lin scheme which was designed 
as a one-moment water mass conserved microphysics scheme with five hydrometeors: cloud 
water, rain, cloud ice, snow and graupel ([22]; [23]).

Regarding the configuration of the chemistry of the model, we used the regional model of 
acid deposition for the gases, version 2 (RADM2). The inorganic species included in the 
RADM2 mechanism are 14 stable species, four reactive intermediates and three abundant 
stable species (oxygen, nitrogen, and water). The aerosol module used is based on the Modal 
Aerosol Dynamics model for Europe (MADE) [24], which incorporates secondary organic 
aerosols (SORGAM). MADE – SORGAM contemplates simultaneously aerosol nucleation, 
condensation, and coagulation. It considers the classical modal description of the atmos-
pheric aerosol diametric distribution through three continuous distributions of the log-normal 
type (Aitken, accumulation and coarse modes, corresponding approximately to the 
PM10-PM2.5 range). Finally, the Fast-J photolysis scheme was used, which calculates the 
photolysis rates in the presence of an arbitrary mixture of cloud layers and aerosols. The 
algorithm is fast enough to allow the scheme to be incorporated into 3-D global chemical 
transport models and to have photolysis rates updated every hour [25].

2.2  Data description

In this current work, we used three types of data, those that make up the initial and contour 
conditions of the model, the data related to the chemical species under study and the inven-
tory of concentrations to execute the verification of the results of the model.

2.3  Initial data and boundary conditions

The data produced by the Global Forecast System (GFS) model, developed and administered 
by the National Oceanic and Atmospheric Administration (NOAA), of the United States of 
America, are used. The data contain information on atmospheric pressure at sea level, 

Atmospheric process WRF-Chem option

Long wave radiation RRTMG

Shortwave radiation RRTMG

Surface layer Monin-Obukhov

Earth surface Noah

Planetary boundary layer ACM2

Cumulus Grell-Freitas

Microphysics Lin (Purdue)

Chemistry of the gas phase RADM2

Aerosol module MADE-SORGAM

Photolysis Fast-J

Table 2: Physical and chemical parameterizations.
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temperature, humidity, speed and wind direction on the surface and different levels of the 
troposphere; and the geopotential height. They are available in https://rda.ucar.edu/datasets/
ds084.1/index.html#sfol-wl-/data/ds084.1?g=20170101

2.3.1  Emission Data
The emission data are the basis for the model to reproduce pollution scenarios. In this case, 
we took this information from the Lima emissions inventory, provided by the General Direc-
torate of Environmental Health (DIGESA, 2005). The data were prepared using the 

Figure 2:	 �The different coloured dots represent the 
locations of the air quality monitoring 
stations.

Station Name Latitude Longitude

Ate (ATE) −12.0261 −76.9186

Santa Anita (STA) −12.043 −76.9714

San Juan de Lurigancho (SJL) −12.0169 −76.9988

Carabayllo (CRB) −11.9022 −77.0336

Puente Piedra (PPD) −11.8632 −77.0741

San Martn de Porres (SMP) −12.0089 −77.0845

Campo de Marte (CDM) −12.0705 −77.0432

San Borja (SBJ) −12.1086 −77.0078

Huachipa (HCH) −12.0169 −76.9488

Villa Maria del Triunfo (VMT) −12.1664 −76.9200

Table 3: Locations of the air quality monitoring stations.
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Figure 3:	�Average values of temperature, speed and wind direction for the 
summer months studied; (a) January, (b) February and (c) March.

methodology of Economopoulos et al. [26]. We used emissions from 75 industries located in 
different areas of the city. Among the variables used were sulfur dioxide (SO2) and nitrogen 
dioxide (NO2).

2.3.2  Validation Data
We used the data from the monitoring network of the National Service of Meteorology and 
Hydrology of Peru (SENAMHI) for the verification process and the validation of the simula-
tion’s results. SENAMHI has ten monitoring stations for air quality in Metropolitan Lima, 
whose location details are in Table 3 and Fig. 2. The primary atmospheric pollutants taken 
into consideration were nitrogen dioxide (NO2) and sulphur dioxide (SO2).

3  INDICATORS FOR EVALUATING THE OBTAINED FORECASTING
We used Pearson correlation coefficient (r), the index of agreement (IOA) and the mean abso-
lute error (MAE). The first one indicates how strong is the linear relationship between the 
output data set of the model and the observation data. On the other hand, the IOA is a stand-
ardized measure of the degree of model prediction error, and finally, the MAE quantifies the 
average absolute magnitude of the errors.

4  RESULTS

4.1  Meteorology

The meteorology has a high impact on the formation, transport, emission and deposition of 
atmospheric pollutants [27]; that is why we studied and analyzed the meteorological varia-
bles temperature and wind (direction and speed). Figure 3 shows three images with the 
temperature average and the direction and speed of the wind at 10 meters from the surface, 
these maps correspond to the summer months, and they show an increase in temperature 
from January to March. During this period, the maximum temperature reached values were 
30.6, 30.9 and 31.6°C for January, February and March, respectively. Regarding the wind 
speed, the average values reached were 6.2, 6.5 and 5.8 m/s, which according to the Beau-
fort scale is a moderate wind, with a predominant direction from south to north in the 
coastal area.
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Figure 4 is analogous to Fig. 3 but for the winter season. The maximum temperatures were 
25.3, 22.3 and 22.8°C, and the average wind speeds were 6, 4.9 and 5.1 m/s (moderate wind, 
according to the Beaufort scale) for July, August and September, respectively. The trend of 
the direction of the wind is the same as in the summer season; winds go from south to north. 
The color palette at the right side of each image indicates the intensity of the temperature in 
the studied area, and the arrows represent the direction and intensity of the wind.

4.2  Chemical variables

4.2.1  Sulfur dioxide (SO2)
Figure 5 shows three images that correspond to the average of SO2 for the summer months. 
There is an increase of SO2 as the temperature increases; this could have a relationship with 
the photolysis reactions that occur in the presence of the sun’s rays. We also showed the 
direction of the wind represented by the vectors (arrows) which indicate the predominance of 
the wind from south to north, the same tendency has the pollutant, especially during March 
(a small plume with the same direction of the wind is observed).

Figure 6 shows the dispersion of SO2 during the winter period, in which the concentrations 
are even lower than during the summer season. The SO2 highest levels were obtained in the 

Figure 4: �Average temperature and wind (direction and intensity) for the winter 
months studied; (a) July, (b) August and (c) September.

Figure 5:	 �The monthly SO2 average concentration for (a) January, (b) February 
and (c) March.
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vicinity of the emission sources; the same tendency could be seen in Fig. 5. In both figures, 
the colour palette indicates the amount of SO2 in parts per million volume (ppmv) and the 
arrows indicate the direction and intensity of the wind.

Figure 7 shows the SO2 time series for the whole study period correspondent to the 
SENAMHI Puente Piedra (PPD) monitoring station, at the north of Metropolitan Lima. The 
blue line represents the measured data, and the red line is the data modelled with the 
WRF-Chem. There is a high correspondence between both of them. However, in the first 
month, the model overestimates the concentration levels of SO2, this fact could be related to 
the required spin-up time for the model.

4.2.2  Nitrogen dioxide (NO2)
As the SO2 pollutant, the NO2 is also sensitive to the temperature values (Fig. 8), so we 
inferred that the photolysis contributes to increasing the concentration of this pollutant. As a 
result, NO2 levels go up as the summer months pass, and even in March, we observed an 
orange spot. The action of the wind in the dispersion of NO2 is also clearly displayed in the 
image since the plume has the orientation from south to north, just like the arrows.

Figure 6: �The monthly average concentration of sulfur dioxide (SO2) for the 
study period; (a) July, (b) August and (c) September.

Figure 7:	�Six months’ time series studied for PPD station, located at the north 
of Metropolitan Lima.
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Figure 9 shows the distribution of NO2 over the study area, for the months of the winter 
season July, August and September.

Figure 10 represents the time series of the concentrations of NO2 at the PPD station at the 
north of Metropolitan Lima. The blue line shows the observed data by the SENAMHI moni-
toring station, and the red line indicates the modelling with the WRF-Chem. A high correlation 
is observed between both, the measured and the simulated data.

4.2.3  Metrics
The three metrics calculated of the two studied pollutants for the summer and winter periods 
are presented in Table 4 (a) (b).

In the case of the SO2 pollutant, Table 4(a) shows the correlations and acceptance indices 
which are far from those expected during the summer period, except for the VMT station. 
During the winter period, the VMT station was again the one that obtained the best values of 
statistical metrics. On the other hand, the station whose results deviated most from the 
expected values was CRB.

We observed in the Table 4(b), corresponding to the pollutant NO2, that during the winter 
months there were two monitoring stations, SJL and VMT, for which the amount of data are 
not sufficient to validate the predictions thrown by the model.

Figure 8:	�The monthly average concentration of NO2 for the study period; 
(a) January, (b) February and (c) March.

Figure 9:	�The monthly average concentration of NO2 for the study period; 
(a) July, (b) August and (c) September.
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Figure 10: �Six months’ time series studied for PPD station, located at the north 
of Metropolitan Lima.

During the summer season, the best results of the metrics were obtained for the VMT station; 
while the one with the worst parameters is the ATE station. Regarding the winter period, the HCH 
station shows an IOA of 0.985 and the best r (0.975), indicating that there is a close correspond-
ence between the predicted or simulated value and the value observed in that period; in addition 
to a high linear correlation between the modeled value and the observed value, respectively.

5  CONCLUSIONS
The chemistry–meteorological model WRF-Chem, version 3.8, was implemented to repro-
duce pollution scenarios during 2017 with emission data corresponding to fixed sources of 
the city of Metropolitan Lima and meteorological border data that belong to the GFS. We 
used a 4 km domain with a centre in the city of Metropolitan Lima.

The temperature and wind meteorological variables were adequately modelled and repre-
sented by the WRF-Chem, both for the summer and winter periods. For the pollutant SO2, we 
observed high levels during the summer period and moderate ones in winter. On the other 
hand, none of the 10 SENAMHI monitoring stations registered values that exceeded the qual-
ity standard proposed by MINAM. For the pollutant NO2, we obtained the same tendency; 
high values were collected in the summer months and moderate amounts in the winter sea-
son. In this case, the quality standard was not exceeded either. We inferred that the 
concentrations of both pollutants, the SO2 and the NO2, are not only emitted by the fixed 
sources but are also increased by the action of photolysis. Pollution stains shown on the heat 
maps for both pollutants were located in the areas where there is the most significant number 
of factories (Callao, Puente Piedra and ATE), coinciding with the location of the emission 
sources used in this study.

The metrics studied strengthen, in general, the results modelled with the WRF-Chem.
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