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abstract
in order to improve the design method of vehicle occupant restraint systems, it is necessary to reduce 
the computational load of simulations, to improve the global search capability, and to examine and inte-
grate analytical methods to understand the complex interaction between design variables and objective 
functions. therefore, in this study, we integrated the following three artificial intelligence technologies 
and applied them to the design of a vehicle occupant restraint system: (1) construction of a highly accu-
rate approximate model by machine learning, (2) improvement of global search capability by evolution-
ary multi-objective optimization and (3) visualization and knowledge acquisition of multidimensional 
information using multivariate analysis methods. first, we obtained the minimum number of actual 
calculation samples using a crash analysis model with the design of experiments, and then used these 
samples to construct a highly accurate approximate model using machine learning. next, we used the 
approximate model to perform a global search in the design space by evolutionary multi-objective op-
timization to obtain a pareto solution set that takes into account the trade-off relationship between the 
objective functions. finally, multivariate analysis using cluster analysis and self-organizing maps was 
performed on the pareto solution set. as a result, a fast global search was realized by substituting the 
evaluation calculation of evolutionary multi-objective optimization with a highly accurate approximate 
model. the pareto solution set obtained therein was then partitioned into clusters by cluster analysis, 
and the partitioned clusters were analysed by self-organizing maps, which provided perceptual infor-
mation on the factors governing the trade-offs between the objective functions and the interactions 
between the design variables, and were useful for design engineers’ insights.
Keywords: cluster analysis, evolutionary computation, machine learning, multi-objective optimization, 
self-organizing maps, vehicle occupant restraint system.

1 introduction
in the design of vehicle occupant restraint systems, it is necessary to consider the complex 
interaction of many design variables such as airbag and seatbelt operation control, interior 
equipment design such as seats, occupant’s body size and posture, and crash conditions. in 
addition, there is a trade-off between improving the safety of each part of the human body, 
such as the head and chest, and it can be regarded as a multi-objective optimization problem 
in a global search space.

on the other hand, due to the high computational cost of virtual prototyping by computer 
simulations as well as the cost of actual prototyping, local search around the initial design 
or with narrowed design variables is generally used nowadays. in addition, with the devel-
opment of research on optimization methods and the expansion of their application to real-
world problems, it is considered insufficient to simply search for and present the optimal 
solution, and the importance of using the results obtained in the computational process to 
extract design information and visually and mathematically understand the interaction rela-
tionship between inputs and outputs has been proposed.

from the above point of view, multi-objective design exploration [1], which structures 
and visualizes the knowledge about the design space based on evolutionary computation, 
computer aided principle (cap) [2], which uses design of experiments and cluster analysis 
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to understand design information, and innovization [3], which extracts design information 
from the results obtained in the computational process after multi-objective optimization, 
have been proposed so far.

in order to improve the design method of vehicle occupant restraint systems, we consid-
ered that it is necessary to reduce the computational load of simulation and to improve the 
global search capability, and to investigate the analysis method to understand the complex 
interaction between design variables and objective functions, and to integrate them.

based on the above ideas, this paper reports the results of integrating the following three 
artificial intelligence technologies and applying them to the design of a vehicle occupant 
restraint system.

(1) construction of a highly accurate approximate model by machine learning;
(2) improvement of global search capability by evolutionary multi-objective optimization;
(3) visualization and knowledge acquisition of multidimensional information using multi-

variate analysis methods.

2 construction of crash analysis model
in order to evaluate the performance of vehicle occupant restraint systems, an analytical 
model was constructed assuming a full-wrap frontal crash test as shown in fig. 1. this ana-
lytical model was employed as a basic model for the safety evaluation at an automotive com-
pany. in the actual development of the system, physical crash tests were carried out on the 
vehicles in question to calibrate their analytical model’s specific physical characteristics. the 
structure of the developed frontal crash analysis model and the evaluation index of occupant 
safety performance are described below.

2.1 structure of a frontal crash analysis model

in the full-wrap crash test, the impact on the head, chest and lower limbs of the crash test 
dummy is measured to evaluate its safety performance. the analytical model consists mainly 
of a multi-body model of the crash test dummy, the equipment around the occupant such as 
the seat, steering wheel and knee bolster, and the occupant restraint system of the airbag and 
seatbelt. six variables, variables that control the operation of the airbag and seatbelt and vari-
ables that control the rigidity of the knee bolster are used as design variables. the accelera-
tion waveform of a full-wrap frontal crash test is given to the analytical model to simulate the 
occupant behaviour for 0.12 s after the crash.

the design variables are shown in table 1. in the airbag, the inflator is triggered AB_TTF 
seconds after crash detection to deploy the airbag, and the deployment speed is controlled by 
the mass flow coefficient AB_MFR. the efficiency of gas release from the airbag after deploy-
ment is controlled by the vent hole diameter setting factor AB_VhF. in the seat belt, the preten-
sioner mechanism is activated after SB_TTF seconds of collision crash detection, and the load 
limiter is set to SB_LL (n). the stiffness coefficient of the knee bolster is defined as KB_SF.

2.2 evaluation index of occupant safety performance

the head injury criterion (hIC), the chest resultant acceleration (ChestG), and the femoral 
compressive load are calculated based on the Japanese safety standards. in the following 
design, the hIC and the ChestG, which have a large impact on occupant safety, are used as 
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figure 1: frontal crash analysis model.

table 1: design variables.

variable lower limit upper limit

airbag time to fire [s]/ab_ttf 0.015 0.035

mass flow rate/ab_mfr 0.5 2.0

vent hole factor/ab_vhf 0.5 2.0

seatbelt time to fire [s]/sb_ttf 0.01 0.03

load limit [n]/sb_ll 2000 6000

knee bolster stiffness factor/kb_sf 0.5 2.0

objective functions. the femoral compressive load, which is significantly lower than the ref-
erence criteria in the actual vehicle tests and the analytical models, is treated as a constraint.

3 advancement of vehicle occupant restraint system design
in this study, in order to improve the design method of vehicle occupant restraint system, it 
is necessary to reduce the computational load of simulation, to improve the global search 
capability, to investigate the analysis method to understand the complex interaction between 
design variables and objective functions, and to integrate these artificial intelligence tech-
nologies.

the following three artificial intelligence technologies are integrated and applied to the 
design of vehicle occupant restraint systems.

(1) construction of a highly accurate approximate model by machine learning;
(2) improvement of global search capability by evolutionary multi-objective optimization;
(3) visualization and knowledge acquisition of multidimensional information using multi-

variate analysis methods.
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the design exploration flow is shown in fig. 2. first, a minimum number of calculation 
samples are obtained by the design of experiments using a crash analysis model, and then a 
highly accurate approximate model is constructed by machine learning using the samples. 
next, the constructed approximate model is used for global search in the design space by evo-
lutionary multi-objective optimization to obtain a pareto solution set that takes into account 
the trade-off relationships among the objective functions. finally, multivariate analysis is 
performed on the pareto solution set to visualize the multidimensional information and to 
obtain useful knowledge for design.

3.1 construction of a highly accurate approximate model by machine learning

in order to perform a global search among a huge number of design variable combinations in 
the design space, it is required to reduce the computational load. therefore, we obtained the 
minimum necessary number of actual calculation samples by design of experiments using the 
constructed crash analysis model. then, we constructed a highly accurate approximate model 
by machine learning using the samples [4].

in this paper, we show the results of constructing approximate models using the gaussian 
process [5], which is a kind of machine learning. the approximate model was constructed 
using the six design variables shown in table 1 as input variables, the head injury criterion 
and the chest resultant acceleration as objective functions, and the femoral compressive load 
as a constraint as output variables, and 100, 200, 300 and 400 actual calculation samples as 
training data sets.

figure 2: flow diagram of design exploration.
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the accuracy of the approximate models were evaluated using a test data set of 100 points, 
and it was decided to use the approximate model constructed with 300 samples, which has 
the best accuracy, in the following design flow. the results of the accuracy evaluation of the 
approximate models are shown in fig. 3.

3.2 improvement of global search capability by evolutionary multi-objective optimization

in this study, the adaptive range multi-objective genetic algorithm (armoga) [6], which 
is one of the evolutionary multi-objective optimization methods with excellent global search 
capability, was used to optimize the multi-objective design of a vehicle occupant restraint 
system [7]. the flow diagram of the armoga is shown in fig. 4. the armoga adaptively 
changes the solution search region for a certain number of generations. in the normal genera-
tion, the general genetic operator is applied, and in the domain-adaptive generation, the mean 
and variance of each design variable in the archive population obtained so far are calculated, 
and the search population is reinitialized in the domain adapted to the distribution to achieve 
efficient search. in addition, fitness sharing is used to maintain diversity, and the search capa-
bility is high for multi-modal problems.

the problem was defined as a two-objective optimization problem with six design vari-
ables as shown in table 1, where the head injury criterion and the chest resultant acceleration 
were the objective functions and the femoral compressive load was the constraint. ten trials 
of optimization were conducted by armoga with different initial populations. the param-
eter settings of armoga are shown in table 2. the number of search generations was set to 
50 generations, where the convergence of the pareto surface progression was confirmed. the 
population size 40 × 50 generations × 10 trials, which took 20,000 evaluations in total, and 
the approximate model is substituted to achieve fast solution search.

figure 5 shows the results of plotting all 20,000 points explored in the optimization cal-
culation on the objective function space. the green points are feasible solutions that satisfy 
the safety criteria, and the orange points are infeasible solutions that do not satisfy the safety 
criteria. the pareto solution sets of the two objective functions are extracted from the search 

figure 3: accuracy evaluation of approximate models.
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figure 4: flow diagram of armoga.

table 2: parameter setting of armoga.

Genetic parameters

population size 40

num. of generation 50

crossover blX-0.5

crossover rate 1.0

mutation rate 0.1

Range adaptation operation

starting generation 20

ar interval 5

figure 5:  all solutions obtained by armoga (green: feasible solutions, orange: infeasible 
solutions).
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results and plotted in fig. 6. multivariate analysis was applied to a total of 214 extracted 
pareto solutions to visualize the multidimensional information and to obtain useful knowl-
edge for design.

3.3 visualization and knowledge acquisition of multidimensional information using 
multivariate analysis methods

multivariate analysis was applied to 214 pareto solutions extracted by global search with 
evolutionary multi-objective optimization to visualize multidimensional information and to 
acquire knowledge useful for design. first, cluster analysis was applied to the pareto solution 
set, and each cluster was visualized by self-organizing maps, and the interaction between the 
design variables and the objective functions was revealed by analysing the characteristics of 
each cluster.

3.3.1 cluster analysis
cluster analysis [8] classifies each solution in the data set to be analysed into a number 
of clusters based on the similarity between them. by analysing the characteristics of the 
classified clusters and the differences between clusters, useful knowledge for design can be 
obtained.

in this study, the Ward method, which is one of the hierarchical cluster analysis methods, 
was used to analyse the clusters of the pareto solution set. the tree diagram obtained by the 
cluster analysis is shown in fig. 7. summary of the clusters is shown in table 3; 214 pareto 
solutions were classified into four clusters. cluster 0 contains 51 solutions, cluster 1 contains 
67 solutions, cluster 2 contains 56 solutions and cluster 3 contains 40 solutions. the pareto 
solutions are plotted in the objective function space, colour-coded by cluster, and the results 
are shown in fig. 8. the similarity between the clusters shown in the tree diagram in fig. 7, 
and it can be confirmed that the clusters are firstly divided into two large clusters, clusters 
0 and 1, and clusters 2 and 3, and that each large cluster is further divided into two small 
clusters. in addition, it can be confirmed that the clusters are aligned in the objective function 

figure 6: pareto solutions obtained by armoga.
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figure 7: tree diagram by cluster analysis (Ward method).

table 3: summary of clusters.

cluster 0 cluster 1 cluster 2 cluster 3

num. of solutions

214

118 96

51 67 56 40

space in fig. 8. therefore, it is considered that the factors controlling the trade-off relation-
ship of the pareto solution can be clarified by analysing the characteristics of each cluster.

3.3.2 self-organizing maps
self-organizing maps (som) is a kind of competitive learning neural network, which maps 
the similar vectors to the neighbourhood and the dissimilar vectors to the distance on the 
two-dimensional map by learning the multidimensional vector population [9]. based on the 
mapped results, it is possible to analyse and understand the common attributes of the popula-
tions gathered in the neighbourhood and the differences between distant populations, and to 
analyse the correlation of multidimensional information efficiently.

in this study, based on the results of the cluster analysis of the pareto solution set by Ward’s 
method, the factors constituting each cluster were analysed by som. as shown in fig. 7, in 
the cluster analysis, the pareto solution set is divided into two large clusters, and each large 
cluster is further divided into two small clusters. therefore, we created som maps for the 
whole pareto solution set, for clusters 0 and 1, for clusters 2 and 3, and for clusters 0, 1, 2 
and 3, respectively.

figure 9 shows the overall diagram of the som maps we have created. the solutions 
composing the pareto solution set have the information of 8 variables (8 dimensions) of 6 
design variables + 2 objective functions, and similar solutions are placed near each other on 
the 2-dimensional map, and dissimilar solutions are placed far from each other. each som 
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map in fig. 9 displays a colour contour plot of the 8 variable values of the design variables 
or objective functions of the placed solutions, and also places the colour contour plots on a 
two-dimensional map based on the similarity between the 8 variables. each som map allows 
us to visually grasp the correlation among variables in each pareto solution set. the following 
correlations can be identified from these som maps.

•	 the map (a) of all pareto solutions shows that for the two objective functions, hIC and 
ChestG, and the design variable AB_MFR, the correlation between hIC and AB_MFR is 
negative, and between ChestG and AB_MFR is positive. for the other design variables, no 
correlations with other variables can be identified.

•	 the map (b) of clusters 0 and 1 shows the correlation among the three design variables, 
AB_TTF, AB_VhF and SB_TTF, and the correlation between the two design variables, 
SB_LL and KB_SF, in addition to the correlation among the two objective functions, hIC 
and ChestG, and the design variable AB_MFR.

•	 the map (c) of cluster 0 shows the correlation between the two design variables, AB_TTF 
and SB_LL, in addition to the correlation among the two objective functions, hIC and 
ChestG, and the design variable AB_MFR.

•	 the map (d) of cluster 1 shows the correlation between the two design variables, AB_TTF 
and AB_VhF, in addition to the correlation among the two objective functions, hIC and 
ChestG, and AB_MFR.

•	 the map (e) of clusters 2 and 3 shows the correlation among the three design variables, 
AB_VhF, SB_TTF and SB_LL, in addition to the correlation among the two objective 
functions, hIC and ChestG, and the design variable AB_MFR.

•	 the map (f) of cluster 2 shows the correlation among the three design variables, AB_VhF, 
SB_TTF and SB_LL, and the correlation between the two design variables, AB_TTF and 
KB_SF, in addition to the correlation among the two objective functions, hIC and ChestG, 
and the design variable AB_MFR.

•	 the map (g) of cluster 3 shows the correlation among the four design variables, AB_TTF, 
AB_VhF, SB_TTF and KB_SF, in addition to the correlation among the two objective 
functions, hIC and ChestG, and the design variable AB_MFR.

figure 8: pareto solutions with colour-coded by cluster plotted in objective function space.
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from these results and the cluster analysis results plotted on the objective function space 
shown in fig. 8, the factors controlling the trade-off of the two objective functions hIC and 
ChestG in each cluster can be visually understood, and quantitative design information can be 
obtained by making hypotheses based on the visual information and verifying them by statisti-
cal analysis. When the colour distribution of the colour contour diagram of the variables whose 
correlation has been confirmed is similar, such as the correlation between the two objective 
functions hIC and ChestG and the design variable AB_MFR confirmed in each pareto solution 

figure 9: overall diagram of som maps of each pareto solution set.
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table 4:  summary of correlation among design variables and objective functions (○: positive 
linear, ●: negative linear, ☼: non-linear).

airbag seatbelt
knee 
bolster

objective 
function

ab_ttf ab_mfr ab_vhf sb_ttf sb_ll kb_sf hic chestg

(a) all pareto 
solutions ○ ● ○

(b) cluster0&1

☼ ☼ ☼

○ ○
○ ● ○

(c) cluster 0
○ ○

○ ● ○

(d) cluster 1
☼ ☼

○ ● ○

(e) cluster2&3
○ ● ○

○ ● ○

(f) cluster 2

○ ● ○
○ ○

○ ● ○

(g) cluster 3
☼ ☼ ☼ ☼

○ ● ○

set, it means that there is a linear correlation between the variables. on the other hand, if the 
correlations are confirmed but the distribution of colours in the colour contour plot is not 
similar, it means that there is a non-linear correlation between those variables. in this case, it 
can be understood that it is necessary to verify the interaction between the variables in order 
to control the trade-off between the two objective functions hIC and ChestG in that region. 
the correlations among design variables and objective functions are summarized in table 4.

finally, we examine the significance and insignificance of the design variables. since all 
the design variables are correlated in some cluster, we can conclude that they are significant. 
on the other hand, if they are fixed at almost constant values in a particular cluster, i.e. high 
or low values overall, such as AB_VhF, SB_TTF and SB_LL in the map (e), then we can 
conclude that they are less significant in controlling the trade-off between the objective func-
tions in that cluster.

4 conclusion
in this study, in order to improve the design method of vehicle occupant restraint systems, the 
following three artificial intelligence technologies were integrated and applied to the design 
of a vehicle occupant restraint system.
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(1) construction of a highly accurate approximate model by machine learning;
(2) improvement of global search capability by evolutionary multi-objective optimization;
(3) visualization and knowledge acquisition of multidimensional information using multi-

variate analysis methods.

first, we constructed a highly accurate approximate model by machine learning. then, using 
the approximate model, the global search was performed by evolutionary multi-objective 
optimization to obtain the pareto solution set considering the trade-off relationship between 
the objective functions. finally, multivariate analysis using cluster analysis and self-organ-
izing maps was performed on the pareto solution set. these multivariate analysis provided 
visual information on the factors controlling the trade-offs among the objective functions and 
the interactions among the design variables.
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