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ABSTRACT
A practical approach is proposed and used to investigate the electromagnetic (EM) signature of bare-
faced terrain using 3D computer electromagnetic models (CEM). Six barefaced terrain types with 
different electrical, physical and chemical properties were investigated. They comprise homogeneous 
and heterogeneous terrain. The approach developed CEMs in software using refl ectance spectroscopy 
and dielectric permittivity data. EM signature models of the barefaced terrain are based on fi nite inte-
gration technique (FIT) solvers. The developed technique and models are valid for diverse materials 
under test including unconventional petroleum resources like shale rock and oil sands. The remote 
sensing of terrain from airborne or satellite synthetic aperture radar requires a prior determination of the 
EM signature for accurate classifi cation. The implementation of our new method combined empirical 
measurements and FIT in three steps. Geochemical properties determined using refl ectance spectros-
copy in the mid-infrared region (2.5–25 µm) identifi ed the presence of bitumen, clay and moisture in 
Nigerian oil sands while reststrahlen effects were observed in beach sand compared with gravel and 
pebble. Also new information on both real, e′r and imaginary, e′r permittivity of terrain was experimen-
tally obtained for frequency varying from 1 to 11 GHz. After post-processing, the results differed from 
expectation of complex refractive index method for petrophysics although adequate Kramers–Krönig 
correlation between measured real, e′r and imaginary, e′r permittivity data was exhibited. Our approach 
uses the results to improve the CEMs for superior EM signature determination. An application of our 
new technique to land degradation monitoring using radar is also presented.
Keywords: Barefaced terrain, complex refractive index method, computer electromagnetic model, 
dielectric permittivity, fi nite integration technique, oil sand, radar, radar signature, remote sensing, 
synthetic aperture radar, unconventional petroleum exploration.

1 INTRODUCTION
Remote sensing is the ability to detect information about an area, target or phenomenon by 
using a detecting sensor that is not in physical contact with the said area, target or phenome-
non. Lillesand et al., [1] classically considered the human eye as a sensor because it collects 
data in the visible electromagnetic (EM) spectrum for analysis by the brain. Computer 
electromagnetic modelling (CEM) has varied applications in several fi elds of remote sensing 
including meteorology, medical imaging, military reconnaissance and mining amongst 
others. There are two types of sensors. Passive sensors like the human eye take advantage of 
naturally occurring radiation such as sunlight interacting with the object but active sensors 
such as radio detection and ranging (RADAR), emit their own signal, detect the returned 
radiation from the target and then process it. This means active sensors can be confi gured to 
highlight target objects in a best case manner. Radar sensors may be ground-mounted, air or 
space borne. They operate in the microwave region of the EM spectrum giving them all 
weather capability including day and night imaging. If mounted on an aircraft or satellite, 
they can also image remotely located areas.
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The target information is contained in the scattering coeffi cient (s0). In a remote sensing 
radar image this shows up in the variation of image tone. Dobson et al. [2] explain that 
scattering coeffi cient (s0) depends on geometric factors related to target surface attributes and 
electrical factors due to dielectric properties of soil and vegetation for specifi c wavelengths. 
In addition to wavelength (or frequency), other sensor parameters such as incident geometry, 
polarization and resolution affect (s0). For farmland, Ulaby [3] identifi ed a relationship 
between s0 and roughness while results from other studies: Ezeoke and Tong [4], Schaber [5], 
Ezeoke and Tong [6] and Oh et al. [7] showed diverse scattering relationships between sensor 
and terrain parameters.

The development of accurate algorithms for the solution of backscattering problems is 
important whether terrain characterization is performed offl ine or in situ onboard the air or 
space platform. This is usually a challenging task owing to the non-linear and non-unique 
properties of the problem, which cause the EM signature of terrain to overlap. This paper 
develops a practical approach to determine the EM radar signature of barefaced terrain using 
CEM. Other mathematical methods are complex and surface specifi c. For instance, the 
Kirchoff scattering model (KSM) applies to only relatively smooth surfaces while the small 
perturbation model (SPM) best represents slightly rougher surfaces [3]. However, our proposed 
method is simpler and by considering the actual intrinsic and extrinsic terrain properties has 
wider application to terrain classifi cation for remote sensing.

Previously, Ezeoke et al. [8] considered a framework to develop radar models for petro-
leum exploration of oil sand. Here we expand the technique and verify that it can be applied 
more broadly to the fi eld of remote sensing by considering other terrain including homoge-
neous environments. The new approach involves a three-step process: 

Step 1: Experimentally obtain the geochemical signature through refl ectance spectros-
copy.

Step 2: Use the component distribution obtained in the fi rst step as an initial guess before 
experimental measurements of dielectric permittivity.

Step 3: Incorporate dielectric permittivity data from second step in to CEMs which are 
then post-processed to provide EM signature.

At each step of the process, results were compared with literature. In Section 2, we briefl y 
introduce the theory and measurement process while Section 3 outlines some experimental 
and modeling results. In Section 4, we discuss a practical application to land degradation 
monitoring during fl ooding and Section 5 concludes.

2 THEORY AND PROCESS
In EM signature classifi cation, the main goal is the determination of the quantitative descrip-
tion of known scatterer(s) such as size, location, permittivity and conductivity from 
measurement data obtained away from the scatterer. For the numerical solution, the volume 
integral equation is an appropriate method because the calculation domain is an inhomogene-
ous closed space for most situations. In some general applications, a good approximation of 
the signature is useful. Several approximation techniques have been developed based on 
KSM, SPM or geometric optics approximations [9–10]. We developed a practical approach 
with universal applicability.

For our method, the electrochemical bonds indicative of the biophysical nutrients present 
were determined from hyperspectral refl ectance data based on Fourier transform infrared 
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(FTIR) spectroscopy. This was preferred to other techniques such as X-ray diffraction or 
microprobe analysis because of its suitability to study light elements such as carbon, oxygen, 
hydrogen and nitrogen also noted by Cloutis et al. [11]. These elements are possibly present 
in terrain. The electrical property most relevant to the radar signature was the dielectric 
permittivity e′r and e″r which was determined using a vector network analyser (VNA) and 
dielectric probe kit (DPK). The electrical properties vary with frequency therefore having a 
range of permittivity values better represent the scattering response obtained with the CEM 
after an algorithm was implemented to select the best fi t from the data. 

To verify our approach, we had to consider diverse terrain; therefore, the materials 
under test (MUT) covered several barefaced terrains. The types considered include beach 
sand, loamy farm sand, 10 mm pebbles, 40 mm gravel, hard oil sand (HOS) and viscous 
oil sand (VOS) shown in Fig. 1. Together they represent MUT A to F, respectively. The oil 
sand samples were obtained from the Agbabu oil sand reservoir in south west Nigeria and 
transported to UK. The reservoir is located within latitudes 6°35′16.3″N to 6°37′13.9″N 
and longitudes 4°49′29″E to 4°50′20.7″E but the other terrain types were acquired locally 
in UK. 

2.1 Spectral measurements

2.1.1 Hyperspectral refl ectance measurement
Refl ectance spectroscopy has been used to study the energy refl ected from a solid, liquid or 
gas at wavelengths that are small enough to recognize subtle changes in the underlying crystal 
structure of the MUT. Combinations and overtones of the different absorption (or transmis-
sion) bands that occur in the middle and far IR regions or even crystal fi eld transitions can be 
detected using spectroscopic sensors in the ultraviolet, visible and NIR spectral regions. For 
our work beach sand, loamy farm sand, VOS and HOS did not undergo any preparation 
before the measurement. This is necessary to avoid infl uencing the results. To obtain 

Figure 1: Barefaced terrain. First row: (a) MUT A – beach sand (b) MUT B – loamy farm 
sand (c) MUT C – 10-mm pebbles. Second row: (d) MUT D – 40-mm gravel (e) MUT 
E – hard oil sand (f) MUT F – viscous oil sand.
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 representative samples of pebble and gravel for spectral measurement, both pebble and gravel 
were soaked in deionized water and sonicated using a Branson1510 ultrasonic Sonicator. 
This is a useful procedure to extract representative sediments of solid and non-granular 
 terrain for spectral identifi cation. All the samples were characterized by FTIR. The refl ec-
tance data were acquired using a Shimadzu IRPrestige-21 spectrophotometer at the University 
College London, UK. The spectra were measured at 4000–400 cm−1 (2.5–25 µm); 
25–100 scans; 4 cm−1 resolution and automatic gain adjustment.

2.1.2 Geochemical signature
A large variety in the terrain samples means that there are several spectral absorption features 
that can be monitored. The geochemical signature is most useful for heterogeneous MUT 
such as natural gas, petroleum seeps or oil sands according to Xu et al. [12] and Yoon 
et al. [13]. We extended the applicability to homogeneous terrain by determining and then 
using the geochemical signature to confi rm the chemical phases present. This is possible 
because we did not use any solvents such as tetrahydrofuran or enhancement such as potas-
sium bromide to best compare the geochemical signatures across terrain types. The presence 
of coexisting anomalies due to alteration minerals and hydrocarbons means the geochemical 
signature was observed in the wavenumber bands, v = 600 to 3100 cm−1 in order to best char-
acterize IR spectra for clay and bitumen. A comparative diagnostic qualitative analysis to 
determine the major and minor mineral phases present per sample was performed mainly 
using a modifi cation to the IR solution spectral angle mapper (SAM) classifi er to match 
peaks and troughs.

2.2 Electrical measurements

2.2.1 Dielectric permittivity measurement
There are several methods to measure both the real e′r and imaginary e″r of a MUT. They 
include the parallel plate, resonant cavity, transmission line and coaxial probe technique. The 
coaxial probe technique is more suited for semi-solid MUT because it increases the surface 
contact area and provides a relatively quicker e′r response although the e″r resolution is 
coarser than the resonant cavity method. We improved the resolution by minimizing meas-
urement errors, recalibration and least-square fi tting of several spatial measurements. 
Dielectric permittivity was investigated using an Agilent PNA N5227A 10MHz to 67 GHz 
network analyser along with an Agilent 85070E DPK. Each sample was measured over a 
range of frequencies covering 0.5 GHz (L-band) through C-band (4–8 GHz) and up to 11 GHz 
(X-band). Short, open, load and through calibrations were performed before each data acqui-
sition to eliminate systematic measurement errors. The dielectric permittivity measurement 
set up for the land degradation application is shown in Fig. 2.

2.2.2 Effect of dielectric permittivity
Surface scattering of scalar and vector waves experience time and spatial dispersion because 
the permittivity of a medium depends on the frequency and wave number. For the inverse 
scattering problem, an accurate knowledge of the complex dielectric constant is important 
when construing the interaction between multilayered media [14]. To understand the effect of 
the dielectric permittivity, we consider an EM wave propagating from a source to a target. 
The time-space (t, r) characteristic of such an EM wave is governed by the Maxwell equations, 
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which defi ne fundamental laws for wave generation, propagation and interaction with matter. 
We consider a point in time t, and spatial location r, with r being a position vector defi ned 
with respect to a coordinate system. From Ward and Hohmann [15], the Maxwell equations 
set for the electric and magnetic fi elds, E(r, t) and H(r, t) along with magnetic fl ux density 
and electric displacement, B(r, t) and D(r, t) are given by

 ∇⋅ = ∇ × = − ∇⋅ = ∇ × = +D E B H Jr d
d

d
d

; ; ;
B D
t t

0  (1) 

Here r(r, t) and J(r, t) are the volume density of free charges and current present at the 
point being considered. If the charges are conserved where ∇·J + dr/dt = 0, then the consti-
tutive relationships which characterize the properties of terrain in terms of permittivity e′, 
permeability µ and conductivity s for any given terrain or MUT is given by

 D E B H J E= ′ = =e m s; ;  (2) 

If we represent all fi elds with a time dependence form exp(−iwt) such that E(r) is a function 
of r only, implying that E(r, t) = Re{E(r)e−iwt} we can substitute eqn (2) into eqn (1) to obtain:

 ∇ · E = r/e′ ; ∇ × E = iwmH; ∇ · H = 0;  ∇ × H = (s − iwe′)E (3)

Here w is the angular frequency and eqn (3) may be re-written in the form:

 ∇ × H = −iwer e0E (4)
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′
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is the relative complex dielectric constant of terrain, e0 is the free space permittivity while e′r 
and e″r are the real and imaginary parts of er. The real permittivity, e′r, indicates energy 
storage by the MUT and the imaginary, e″r or loss factor indicates how lossy the MUT is to 
an external fi eld. The tan d = e″r/e′r is a ratio of energy lost to that stored. Although unused in 
our approach the conductivity, s, is the MUT’s ability to conduct electrical current. It is more 
suitable to liquid MUT; therefore, we use e′r and e″r in respect to our approach.

Figure 2: Generic set up for dielectric measurement of 80 g loamy farm sand and 20 g water 
for land degradation measurement.
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2.3 Computer electromagnetic models

2.3.1 Monostatic scattering problem
Different considerations of the general scattering problem have been discussed by several 
authors including Wei et al. [14] and Ulaby et al. [16]. Here we consider the monostatic con-
fi guration of EM transmitter and receiver incident on a multilayer medium where the medium 
consists of N + 1 layers separated by N planar sections shown in Fig. 3.

For such a monostatic confi guration, the EM source and the receiver are in the same layer 
a, the transmission medium (air) occupies layer b while the MUT will be in a layer c. 
Subsequent layers may occupy up to N1. If the EM source is in the z direction, then layer i 
exist between zi-1 and zi. The real and imaginary dielectric permittivity for each layer is given 
by e′r,i and e″r,i,  respectively. Therefore, the electrical properties of layers a, b and c are given 
by the complex permittivities, ea*, eb* and ec*. In Wei et al. [14], the transmitter and receiver 
were in a bistatic formation and not included in the calculation. For simplicity, our approach 
includes layers a through to layer c and both transmitter and receiver are in a radar monostatic 
mode. For our models, we consider the magnetic permeability µ to be constant and both EM 
transmitter and EM receiver are in the farfi eld region as expected for radar sensors borne on 
air or satellite platforms.The farfi eld distance, df is related to the wavelength, l, of the EM 
fi eld being transmitted by an antenna of dimension, D according to:

 d
D

f =
2 2

l
 (6)

Figure 3: Generic scattering problem with terrain object present in multilayer medium. EM 
transmitters and receivers are located in layer a while the computational domain 
(D) comprises layers a, b and c. Electrical properties of layer a, b and terrain 
objectin c are characterized by complex permittivities, ea*, eb* and ec*, respectively.
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2.3.2  Forward modelling
In the forward problem case, we derive the dielectric properties for input in to our predictive 
CEM. From eqn (5), we observe that the complex dielectric constant varies with frequency; 
therefore, we derived measurement values at different frequencies (L-, C- and X-band). The 
values were input into the CEM models for accuracy and to enhance the models with real 
world intrinsic terrain data.

For an object in the far fi eld, the total electric fi eld at a point r which is within the dielectric 
object terrain will be caused by the transmitter located at position rT. For monostatic radar 
confi gurations, the receiver will be located at position rR. Based on the superposition 
principle, the total electric fi eld in the terrain object is a summation of the incident and 
scattered fi elds given by [14] as

 E r E r r G r r r E r r, , , ,incrT( ) = ( ) + + ∇∇⋅( ) ( )⋅ ( ) (′ ′ ′∫T c

D

cc
AJ

Tk2 c )) ∈′dr r, D  (7)

Where G r rcc
AJ , ′( ) is an auxiliary dyadic Green’s function, which represents the magnetic 

vector potential. This equation can also be written with the electric dyadic Green’s function 
Gac

EJ at the observation point r in layer a, which is related to the unit current source at a point 
′r  in layer c. The wavenumber in layer c is given by kc c c
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−
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After the total electric fi eld in the computation domain, D is solved using the object 
equation (i.e. eqn (7)), then the scattered fi eld at any location S can be calculated from:

 E r G r r r E r r r rs
a T c

D

ac
EJ

T
ca *j d S, , , ,r( ) = ( )⋅ ( ) ( ) ∈′ ′ ′ ′∫we c  (9)

This integral equation that defi nes the scattered fi led at the observation point S is called the 
data equation.The forward modelling case uses the object and scattered fi eld equations to solve 
for the scattered fi eld refl ected from the terrain object.Several solvers may be used to obtain the 
solutions of the integral equations. These include full wave solvers such as the method of 
moments or bi-conjugate gradient method and approximate methods such as the fi nite element 
method or the fi nite integration technique (FIT). Full-wave solvers provide greater accuracy; 
however, approximate methods can provide good approximations of the exact solution. 

In this work, we used FIT implemented by the CST microwave studio (MWS) commercial 
software tool because it uses less CPU time and memory than full-wave solvers. It also 
decomposes the computational domain D into a fi nite number of smaller mesh cells, d in a 
primary grid G. An internal second or dual mesh G is set up orthogonally to the primary grid.
The CST discretization scheme is shown in Fig. 4.

The Maxwell equations are applied to each mesh cell. This spatial discretization permits 
fl exibility in the geometric attributes such as surface roughness of terrain and the addition of 
arbitrary material properties such as loss tangent (tan d) dispersion, non-linearity and anisot-
ropy, which is a true refl ection of terrain behaviour. In essence, the constitutive equations 
from eqn (2) become

 D E B J E= = =d d H de m s’ ; ;  (10) 
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In this way, de′, dµ and ds represent the permittivity, permeability and conductivity matri-
ces, respectively. The basic idea of FIT is to approximate the scattered fi eld relative to 
attributes of the scatterer and the source-dependent diagonal scattering tensor within the grid 
complexes G and G. We can evaluate both surface and volume integrals this way. With the 
transmitter-dependent diagonal scattering tensor, Γ(r, rT) = diag[yx, yy, yz], then the 
scattered fi eld for r ∈ D can be written as

 E r r r r E r r rsca inc( ) ( ), ( , ) ,T T T D≈ ⋅ ∈Γ  (11) 

The details of this method can be found in Clemens and Weiland [18] and Weiland [19].

2.3.3  Model development and simulation
Surface roughness and geometric properties of the 3D terrain models were developed using 
uniform spheres based on Graton and Fraser [20]. The radius of each sphere was defi ned to 
refl ect the aggregate grain size for individual terrain classes such that the intersection of two 
spheres creates the mean surface roughness at that point. Each terrain model had differing 
surface roughness and dielectric attributes therefore separate CEMs with different surface 
roughness implementations were developed for each simulation. The need for an individual 
CEM per terrain class and combination of terrain and sensor relationships produces specifi c 
results. For the electrical characteristics using eqn (10) the measured dielectric permittivity 
values were input as a matrix across L-, C- and X-band frequencies. This way we ensured that 
the developed 3D EM models accurately represented both physical and electrical properties 
of each terrain class. Consequently, both homogenous and heterogeneous scattering systems 
may be represented in this manner. The generic model confi guration showing the computational 
domain, D, is shown in Fig. 5.

In order to solve a problem, a fi nite calculation domain enclosing the terrain problem was 
created in line with the FIT. Thereafter a mesh system was defi ned to split the domain in to 
several grid cells. The general simulation technique used to develop the models with CEM is 
discussed in [8]. Importantly, the transmitter’s angle of incidence, qi, is varied by mathematical 
computation to alter the geometry. Our method overcomes the signifi cant challenge of 
confi guring terrain texture and composition while also accurately representing the variation 
in dielectric permittivity with frequency.

Figure 4: CST implementation of FIT (CST MWS [17]).
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3 EXPERIMENTAL RESULTS AND DISCUSSION

3.1 Step 1: spectral results

MUT A–F were spectrally characterized. A zoomed in view of the refl ectance spectra is 
shown in Fig. 6. It covers wavenumber bands, v = 600–3100 cm−1 and intensity scale 40% 
T to 110% T. The variation in geochemical signature is due to the variation in electrochemical 
bonds present. Using our implementation of the SAM classifi er to aggregate results and com-
pare with the existing IR solution database, the fi rst thing we observe is the overall emergence 
of three separate spectral profi les. Above 2000 cm−1, the more homogeneous terrain samples 
have similar spectral curves. Although the percentage intensity varies, it can be seen that 
beach sand, 10-mm pebbles and 40-mm gravel/granite produce similar peaks in the 
2800–3000 cm−1 region. The heterogeneous terrain produces two distinct profi les. First, both 
strains of oil sands have a uniquely similar spectral profi le with matching similarity in the 
spectral location of wavenumber bands (x axis) but with different transmittance peaks 

Figure 5: Simulation setup showing linearly polarized incident energy for qi = 90° (−Z), 
0.5 m3 of 3D terrain (+Z) and open access termination to permit Einc and Esca waves 
to pass through computational domain D with minimum refl ection.

Figure 6: Refl ectance spectra (600–3100 cm−1) of six barefaced terrain types.
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(y axis) %T. Lastly, the loamy farm soil produces almost no spectral peaks at this region. The 
bands in this region especially around 3000 cm−1 are indicative of bitumen hydrocarbon due 
to the exhibition of C–H asymmetrical stretching and C–H deformation in –CH3 and –CH2 
according to Bukka et al. [21].

In the higher wavebands, we detect the presence of clay from the absorption bands between 
600 and 1100 cm−1. Hard oil sand and loamy farm sand contain more clay than viscous oil 
sand and beach sand causing greater absorption features in this region. The granite and pebble 
MUT have roughly similar amounts of clay causing exactly the same transmittance peaks but 
a shift in the spectral location of the band due to the particle size. A comparison of all the 
MUTs is presented in the normalized refl ectance spectra shown in Fig. 7. A slight reststrahlen 
effect is witnessed at v = 1150 cm−1 in beach sand compared with granite, pebbles and loamy 
farm sand. Wiley [22] considers this is caused by the presence of quartz, which causes an ina-
bility of the EM radiation within the narrow energy to propagate within beach sand. 

It is clear that for our approach VOS contains more bitumen and less sand particles than 
HOS although they both have similar geochemical signatures. Furthermore, both 40-mm 
gravel and 10-mm pebbles share similar geochemical signature with only slight difference in 
the magnitude of absorption peaks. In addition to the observation of the reststrahlen effect, 
we believe the homogeneity of beach sand also contributed to the lower absorption profi le 
except in the higher wavenumber region. 

3.2 Step 2: dielectric results

The choice of dielectric measurement frequency, f, will depend on the remote sensing appli-
cation. For our models, we selected the range of 1–11 GHz to cover the L-, C- and X-band 
frequencies, which are mostly used for satellite and airborne radar remote sensing of land 
features. Here we present the dielectric measurement results for the highly homogeneous 

Figure 7: Normalized IR transmittance showing reststrahlen effect at v = 1150 cm−1 for 
MUT A.
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terrain (MUT A), mostly homogeneous terrain (MUT B) and the heterogeneous terrain (MUT 
E and F) over 0.5–8.5 GHz. Due to the presence of sticky bitumen while measuring MUT E 
and F, care was taken to clean the DPK probe surface with isopropyl alcohol in between 
measurements as the samples left bitumen residue after each test. 

Two key trends emerged in Fig. 8, which shows the measured real dielectric permittivity 
for barefaced terrain. First, the real permittivity e′r measurements for MUT A and B were 
relatively constant with frequency varying between 2.4–2.7 F/m and 1.6–1.8 F/m, respec-
tively. This relative stability of dielectric permittivity for homogeneous terrain has been 
discussed by Ezeoke and Tong [4] and also by Peake and Oliver [23]. The presence of mois-
ture in beach sand caused the higher permittivity value compared with loamy farm sand. 
Secondly, the mixture of moisture and bitumen particles in heterogeneous terrain (MUT E 
and F) caused higher real permittivity e′r values, greater fl uctuation with frequency and more 
specifi cally a resonance effect for both HOS and VOS in the upper C-band (6.5–7.5 GHz). 
In this region, the HOS varied from 2 F/m at 6.8 GHz to 5.5 F/m at 7.5 GHz while VOS varied 
from 2.9 F/m to 6.8 F/m at the corresponding frequency. In essence, the real permittivity 
fl uctuates due to the presence of bitumen.

The imaginary permittivity, e″r or loss factor data exhibits satisfactory Kramers–Krönig 
relationship with the real, e′r permittivity data. This is because the real component of the 
response at each frequency is related to the behaviour of the imaginary part. In Fig. 9, the e″r 
for homogeneous terrain is constant ranging between 0.1 and 0.3 F/m but varies for hetero-
geneous MUT. For HOS, e″r peaks at 0.5 F/m and reaches up to 1.5 F/m for VOS at 6 GHz. 
The lowest value for MUT E and MUT F occur at 7 GHz with 3.2 F/m for HOS and 3.5 F/m 
for VOS. This means there is a higher tendency for VOS to absorb EM energy in comparison 
to HOS.The heterogeneous terrain results for both real and imaginary permittivity have been 
compared with high and low grade oil sand from Erdogan et al. [24]. There was a high corre-
lation (0.96) between both results.

The signifi cance of this step for heterogeneous terrain may be seen from the complex 
refractive index method (CRIM) for determining the complex dielectric constant in petro-
physics. For two phase media, the CRIM formula would expect the real dielectric permittivity 
e′r of oil sands to lie midway between the value for wet sand (e′r = 13) and dry sand (e′r = 2.53). 

Figure 8: Measured real dielectric permittivity, e′r of barefaced terrain (f = 0.5–8.5 GHz). 
Results for VOS and HOS compared with low and high grade OS from [24].
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The results in Figs 8 and 9 are affected by the presence of bitumen, which serves to decrease 
the overall value of ec* in the CEM. Consequently, including the measured electrical data in 
the CEM ensures that the behaviour of the model refl ects real life and better permits the 
polarization mechanisms from spherical grains to be included [8].

3.3 Step 3: EM signature

For radar remote sensing, the scattering coeffi cient (s0) describes the EM characterization of 
a target. For a single isolated target with dimensions smaller than the radar system coverage, 
it is known as the radar cross section (RCS) with the scattered wave at r:

 E r Esca sca j( ) = 0 e kµr  (12)

In situations like terrain imaging where the terrain extends wider than the radar coverage, the 
target model is represented as an infi nite collection of statistical points. The resulting scat-
tered fi eld is due to the coherent addition of the scattered waves from individual scatterers 
such that:

 Esca r E r( ) = ( )
=

∑
k

k
sca

1

 (13)

In order to express the EM signature or scattering properties of an extended target inde-
pendently of its area extent as our models do, we describe each elemental terrain target or 
MUT by the differential RCS or ds. This is the mean RCS over all directions and sometimes 
referred to as scattering cross section (SCS) because it is for all polarizations [17]. Therefore, 
the received power, Pr, given by the radar equation in [4,15,16] can be considered as the 
differential power dPr obtained from an elemental scatterer, ds, so that the radar equation 
may be written as
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Figure 9: Measured imaginary dielectric permittivity, e″r of barefaced terrain (f = 0.5–8.5 
GHz). Results for VOS and HOS compared with low and high grade OS from [24].
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Here Pt, Gt, Rt, Rr and Ar refer to the transmitter power, transmitter gain, transmitter dis-
tance, receiver distance and aperture of receiving antenna. The total power received Pr requires 
integration over the illuminated area, A0 to determine the average power returned from the 
MUT so that eqn (14) becomes

 Pr
t t
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d  (15) 

Therefore, the SCS or RCS per unit area (i.e. the scattering coeffi cient, s0) is in essence the 
ratio of statistically averaged scattered power density to the average incident power density 
over the surface of a sphere with radius Rr. Mathematically shown as
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Equation (16) is characterized for a particular frequency along with incident (qi, fi) and 
scattered (qs, fs) wave directions. In our case with MT illuminating sources to excite the MUT 
and MR receivers to collect the scattered fi eld the output consists of data points M = MT × MR 
from [14]. In practice, the calculation domain D is discretized into N small cells with linear 
fi eld quantities and consistent contrast function, χ in each cell. Therefore, the resultant scat-
tered electric fi eld data f is a discretized form of eqn (9):

 f r r( , ) , ( , ) ( )( )*
i i

k
ac
EJ

i k k i kR T R T
V= ′ ⋅ ′ ′

=
∑wweec

1

G r r E r r rc Δ  (17)

So that f is a 3M-dimensional data column with elements that represent the EM signature 
and ΔV is the volume element. Similarly, iR and iT represent the receiver and transmitter 
indices. From [14], iR = 1 ,..., MR and iT = 1 ,..., MT.

4 APPLICATION TO LAND DEGRADATION MONITORING
The following is an application of our proposed EM signature modelling approach for radar 
remote sensing to monitor land degradation, which was applied previously for heterogeneous 
terrain in [4,8] amongst others. Table 1 shows the dielectric permittivity measurement 
campaign. In [4], we considered the dielectric properties of the MUT to be constant and did 
not have any knowledge of the geochemical signature. In [8], the FIT method was used for 
3D imaging but assumed the MUT is heterogeneous and static.

Thus, in these previous studies, we did not consider homogeneous terrain nor did we refl ect 
the dynamic effect of moisture variation with permittivity on the CEMs. In this work, we 

Table 1: Dielectric permittivity measurement campaign.

MUT Reference Description (wt. %) Condition

Beach sand (BS) B100 100% BS Normal
B10W 10% water: 90% BS At risk

B20W 20% water: 80% BS Flooding
Loamy farm soil (LFM) LF100 100% LFS Normal

LF10W 10% water: 90% LFS At risk
LF20W 20% water: 80% LFS Flooding
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included such effects by measuring the dielectric permittivity for two terrain types at three 
stages representative of fl ooding conditions measured by the weight percentage of moisture 
present (wt. %) in Table 1. A summary of the measured dielectric properties of beach sand 
and loamy farm soil with different wt. % composition of moisture as used in the model is 
shown in Table 2.

The EM transmitter and receiver are located in the farfi eld region; therefore, the incident 
EM waves were modelled as plane waves. This monostatic confi guration was implemented in 
the calculation domain D. The sensor, terrain and simulation parameters are shown in Table 3. 
Simulation and postprocessing were performed using CST MWS and Matlab.

The contrast in dielectric permittivity and surface roughness, c between the different layers 
a, b and c of the CEMs enabled the post-processing of the scattering coeffi cient. A scatter plot 
of the EM signature comprising the scattered power received, Pr for qi = 60° and 30° is pre-
sented in Fig. 10. The EM signature for ‘normal’, ‘at risk’ and fl ooded or degraded terrain 
varies with incident angle and frequency. For transmit power, Pt of 5 W (r.m.s) incident on 
terrain the magnitude of received power, Pr, varies with both frequency and incident angle but 
does not exceed 0.6 W (r.m.s) due to propagation path effects and attenuation corresponding 
to the round trip distance between transmitter, terrain and receiver from eqns (14) and (15).

At low frequency (1.26 GHz), the backscatter received from terrain during normal condi-
tion is less than when fl ooding is about to happen or has already begun regardless of the 
inclination angle. However, more energy is received by the EM sensor from fl ooded terrain at 
qi = 60° than when qi = 30°. With increasing frequency, the scattering coeffi cient decreases 
because the power returned to the receiver is attenuated with distance. Consequently, less 
power is detected at X-band (9.7 GHz) for both terrain types regardless of the condition. 
However, during fl ooding, beach sand with higher permittivity mostly due to increased water 
content will appear brighter in a radar image for both L- and X-band regions compared with 
farmland due to the higher dielectric permittivity. If the sensor position relative to terrain is 

Table 2: Dielectric properties used in the land degradation models.

B100 B10W B20W LF100 LF10W LF20W

L e′r (F/m) 2.54 7.02 16.93 1.57 5.03 7.49
Tan d 0.0247 0.196 0.203 0.056 0.2689 0.241

C e′r (F/m) 2.52 6.22 14.719 1.55 4.22 6.50
Tan d 0.074 0.0854 0.150 0.0559 0.125 0.103

X e′r (F/m) 2.4 6.53 14.82 1.5 4.34 6.74
Tan d 0.1161 0.056 0.168 0.0626 0.0878 0.056

Table 3: Simulation parameters.

Parameter Value

Incidence angle (qi) 90°, 60°, 30°
Wavelength, l (cm) 23.5 (L), 5.7 (C) , 3.1 (X) 
Resolution cell, dA 0.5 m3

Sensor position (m) 5, 1, 0.5, 0, −0.1, −0.5
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altered there is also a change in the backscattered signal. This is why commercial radar 
satellites acquire data from different ‘look angles’ and use this to further classify imagery. 
Importantly, there is greater scattering discrimination for at qi = 60° suggesting that this is a 
better confi guration for monitoring fl ooding with airborne or spaceborne radar.

5 CONCLUSION
An effi cient three-step approach for determining the EM signature of homogeneous or heter-
ogeneous barefaced terrain based on geochemical signature, dielectric permittivity and 
FIT-based CEM has been presented. It has wide spread application to radar remote sensing 
and was applied to land degradation monitoring before, during and after fl ooding. In the fi rst 
step, we empirically investigate the geochemical signature of terrain using FTIR to obtain an 
approximation of the geochemical properties. Results show that underlying materials such as 
clay, bitumen and quartz can be distinguished volumetrically. The results are used in the 
second step to ascertain the dielectric properties, which are also measured. Finally, the die-
lectric property data are input into the CEM using FIT to obtain the forward model of the 
scattering coeffi cient.

Figure 10:  Scatter plot showing magnitude of scattered power received from homogeneous 
terrain in normal, at risk and fl ooding condition when (a) qi = 60° (b) qi = 30° pass 
through computational domain D with minimum refl ection.
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The resilience of the proposed method has been applied to both heterogeneous and homo-
geneous terrain including an example for land degradation monitoring with a monostatic 
confi guration of transmit and receive antennas at L-, C- and X-band frequencies. Due to the 
absence of approximations, the approach requires the development of numerous 3D CEMs 
for each specifi c combination of sensor and terrain in order to ensure accurate postprocessing 
of the EM signature. However, we have been able to utilize the contrasts in electrical, physical 
and chemical properties of the terrain to identify different fl ooding conditions based on the 
EM signature. This work is particularly useful to the classifi cation of targets during radar 
imaging of terrain due to the natural tendency of EM signatures to overlap. 
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