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As social networking services such as Whatsapp, Facebook, Twitter, and Instagram have 

grown in popularity over the past two decades, the volume of picture data created 

throughout the globe has exploded. Images that have been altered or doctored using editing 

software such as Adobe Photoshop, GIMP, and Paint-3D are a major source of concern in 

the digital age. As a result, it is essential to verify the validity of suspect images before 

taking action against people who fabricate them. Copy-move forgery and spliced image 

fraud are two of the most extensively used picture forgery methods in the field. Recent 

Deep Learning (DL) algorithms have simplified tasks like categorization, localization, 

segmentation, and other comparable studies. With the use of Residual Neural Networks 

(ResNet), copy-move forgery and spliced fraud in photographs may be discovered and 

classified. Experimental results on benchmark datasets such as CASIA-2, MICC-F2000, 

and CoMoFoD indicate significant gains over state-of-the-art approaches. Gradient Class 

activation mappings (Grad-CAM) were applied to find forged regions in tampered 

photographs, and the suggested approach was also proven to be successful in predicting 

tampered images. On the CoMoFoD dataset, a classification accuracy of 99.9% was 

attained, while on the MICC-F 2000 dataset, it was 97%. 
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1. INTRODUCTION

Images are now employed as primary sources of 

information in various disciplines, including the news media, 

medicine, scientific research, sports, digital forensics, and 

education. It is relatively simple to make a forged picture using 

Android programs, Coral Draw, GIMP, and Photoshop, such 

as by photo hackers. When an image is used as evidence in a 

court of law, its legitimacy is critical. Image manipulation, 

often known as image editing, is any action done on digital 

images using any program. A way of manipulating the content 

of an image to make it contradict a historical reality is known 

as "picture fabrication." Image tampering is a kind of photo 

counterfeiting in which fresh material replaces some of the 

original content in a photograph. Duplicate tampering occurs 

when new material is duplicated from the same image; image 

enhancement occurs when new information is duplicated from 

a different image. 

Any exploit that may be done on digital material utilising 

software editing tools is referred to as image manipulation. For 

example, the copy-move technique duplicates a picture section 

and then pastes it into another image [1]. The quality of the 

false pictures increases as editing software advances, and they 

seem to be natural to the naked eye. Additionally, post-

processing alterations such as brightness changes, JPEG 

compression, or equalisation may diminish the operation 

evidence and make it harder to detect [2]. 

Handcrafted and Deep Learning [DL]-based algorithms are 

popular methods for detecting copy-move forgery [1]. The 

three types of the techniques are key point-based, block-based, 

and integration of former two methods. A present day method 

uses either custom-built models or pre-trained designs like 

VGG-16 [3] for forgery detection. In block-based algorithms, 

many techniques of feature extraction are utilized, such as the 

Discrete Cosine transform (DCT) and Fourier transform [4, 5] 

or Tetrolet transform [6]. Because a matching technique 

identifies counterfeiting, one of their concerns is that 

performance would decrease if the cloned object is rotated or 

resized. On the other hand, key point-based methods are more 

robust to rotation and illumination fluctuations, such as Scale 

Invariant Feature Transform [7, 8] and Speed-Up Robust 

Features [9].  Identifying forgeries in areas of unvarying 

intensity, simple identical things being confused for fraudulent, 

duplicate objects and relying on real, crucial places in the 

picture are all issues they confront. A hybrid technique 

produced more consistent consequences in expressions of F1 

Score (F1S), Recall (R), and Precision (P), (CN) [10-12]. It 

recommended a customised network [CN] with a specific data 

set. Current feature extraction and classification methods 

employ convolutional neural networks [CNN], fully 

connected layers (FCL) and convolutional layers (CLs) [13]. 

The design was trained independently on the CASIA v2 and 

CASIA v1 datasets with 97.9% and 98.1% accuracy (Acc), 

respectively. Similar research used a bespoke prototype with 

six CLs and three FCLs, with batch normalisation in all CLs, 

failure in the FCLs, and batch normalisation in all CLs. Using 

the CoMoFoD dataset, this model's interior validation was 

95.97% correct [14]. Two CLs and two FCLs are employed 

[15, 16] for well training of data. The researchers trained and 

verified the prototypical using three, two, and one layers and 

achieved Accuracies of 95.4%, 94.2%, and 90.1%, 

respectively. Even though they report the generalisation is 
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difficult, their mixed datasets are unstable, with one having a 

2:1 ratio of bogus and legitimate photographs and the other a 

2:3 ratio. Transfer learning and customised CN Network 

designs are the second CN Network-based approach types 

(TL). In this case, pre-trained copies are also used for feature 

extraction and fine-tuning. A pre-trained Alex Net model has 

been adopted in training and got F1-Score of 0.93 [17]. In 

other cases, VGG-16 has also been employed as a feature 

extractor until the final pooling layer [18] for better results.  

 

 

2. LITERATURE REVIEW 

 

This section summaries and evaluates a variety of research 

attempts in Image Splicing Detection (ISD) and Copy Move 

forgery detection based on their overall performance. The bulk 

of the research reported here uses a strategy that involves 

retrieving and learning characteristics from image blocks 

using a machine learning methodology. 

Zhao et al. [19] reasoned that if ISD was difficult in one 

colour area, it would be accessible in another. As a 

consequence, they devised a method for detecting passive 

picture splicing. Four Gray level run lengths and a number of 

feature vectors in diverse directions are retrieved using a 

Chroma channel. This system employs a Support Vector 

Machine (SVM) classifier to detect falsified photographs. 

According to the approach, the restored attributes also 

outperform those derived from the blue, green, and red 

luminance channels. The test was conducted using the 

COLUMBIA and CASIA v1.0 datasets, with an accuracy of 

94.3%, 94.7%, and 82.1%, 85.0%, respectively, on the Cb and 

Cr channels. 

Another method is built on the Discrete Cosine Transform 

[DCT] and Local Binary Pattern (LBP), in which Alahmadi et 

al. [20] proposed a unique method for picture splicing forgery 

detection using a passive technique. After converting the RGB 

input image to YCbCr colour space, the chrominance channel 

is divided into overlay blocks, and LBP images are created 

from each block. Once the LBP images have been translated 

from the spatial domain to the 2D- DC Transform frequency 

domain, the DC Transform coefficients are utilised as a feature 

vector. The SVM classifier is given these feature vectors to 

classify counterfeit and authorised images. Three datasets, 

COLUMBIA, CASIA v2.0, and CASIA v1.0, were used in this 

technique, and performance was measured at 96.6 %, 97.5%, 

and 97%, respectively. 

Using Gray Level Co-occurrence Matrix (GLCoM) 

structures, Wang et al. [21] proposed a method for identifying 

splicing in pictures. Following that, the image is transformed 

into a YCbCr colour scheme. In this procedure, the authors 

employed the chrominance channel's GLCoM. Because the 

grey standards along the edges of these channels are 

unnecessary, the threshold is adequate to reduce the size of 

GLCoM features. A Brute Force Scheme (BFS) technique was 

used to reduce the feature vector's size and increase the 

classifier's performance. The LIB-SUVM classifier is then 

used to train these feature vectors to recognise the counterfeit 

image. Only GLCoM characteristics are employed in this 

method, and no picture orientation information is used. With 

50 dimensions, this method attained the most incredible 

accuracy rate of 90.50%. 

He et al. [22] suggested a technique for splicing image 

forgery using Cosine Transform and Wavelet domain based on 

Markov characteristics. Firstly, using the input image's cosine 

coefficients and wavelet coefficients and Markov features are 

retrieved. Finally, the spliced and legitimate picture is 

classified using the support vector classifier. The maximum 

acceptance rate was 94.01% on the COLUMBIA dataset, 

whereas on the CASIA v2.0 dataset, it was 89.76%. 

By combining a Pyramid Transform with Binary Pattern, 

Muhammad et al. [23] proposed an approach for forgery 

detection. In this chrominance channels were transformed 

using steerable pyramid after converting a colour image into 

YCbCr colour space. A histogram of the LBP transformed 

sub-bands was created to identify the tamper images. The 

suggested approach for sorting images into spliced and 

authentic uses a SUVM classifier. The LBP histogram's 

feature is employed in this technique, even though the 

Accuracy results in this methodology were more considerable, 

with a score of 97.33 % on the CASIA v2.0 dataset. On the 

other hand, the image's size and orientation information are 

missing. 

To detect spliced images, Agarwal and Chand [24] 

suggested a multi-scale entropy filter and local phase 

quantization (LPQ). An entropy filter is used to filter the 

chrominance channel of a colour image to define its 

boundaries. After that, the LPQ operator produces internal 

image statistics based on phase data. To discriminate between 

non-forged and forged pictures, the histograms of each feature 

are aggregated and input into a SUVM classifier. This paper 

demonstrated how their approach might be used to identify 

copy-move fraud and splicing. The feature vector's 

chrominance channel width has been increased owing to the 

approach's use of several entropy filter sizes. When the dataset 

is balanced and small, the SUVM classifier can handle the 

two-class issue effectively. The acceptance rates for this 

technique were 98.33%, 95.41%, and 91.14%, respectively, on 

CASIA 2.0, CASIA v1.0, and COLUMBIA. It demonstrates 

that the approach fails without a textured design in the picture. 
According to Abrahim et al. [25], the merged image can be 

recognized by analysing the texture properties of the picture. 

Several textures and colour aspects of the image are 

considered in the proposed framework, including higher-order 

statistical features, histogram-oriented gradients (HoG), and 

LBP. The features are merged to form a feature vector. These 

feature vectors are validated using an Artificial Neural 

Network (ANN) to describe the tamper regions. The majority 

voting model, in which unique qualities are directed input into 

an ANN classifier, is likewise defined in this framework. 

Despite the enhanced Accuracy rate, the effective cost and 

duration of the technique have risen. Zhang et al. [26] 

employed a Deep Learning (DL) strategy to identify picture 

area forgeries. A weighted auto-encoder model for feature 

extraction was used in the first step to combine contextual 

information from each patch for successful detection. The 

CASIA 2.0 and CASIA 1.0 datasets achieve a maximum 

Accuracy of 87.51% for JPEG pictures. On the CASIA 2.0 

dataset, Jaiswal and Srivastava [27] also tested a primary DL 

strategy employing the deep residual network for forgery 

detection. 

Some of the techniques mentioned above, such as GLCoM, 

LBP and HoG [22-25] employ colour and texture 

characteristics, whereas others, such as Discrete Cosine 

Transform and DWT use frequency-based features. The 

limitations of the methodologies mentioned above are 

summarized in the following points. The techniques' global 

characteristics have the advantages of being simple to 

calculate, rapid, and compact. None of the studies included 
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orientation and scale characteristics, except [22-25]. These 

approaches do not extract information about translation and 

rotation. Image features for smooth edges are not detected, 

resulting in data loss. Dong [28] suggested forgery detection 

and localisation using CASIA image dataset. Further, other 

latest Deep learning (DL) methods were discussed for forgery 

detection in images and classification [28-36].  Suresh et al. 

[37] proposed a method using LBP feature extraction on Low 

Level (LL) band of Discrete wavelet Transform (DWT) 

decomposition of images for forgery detection and have 

achieved good results on multiple attacks like rotation, scaling, 

translation. But this method failed to classify images for 

forgery detection. Babu et al. [38] proposed a technique using 

Polar Complex Exponential Transform (PCET) and 

directional pattern for image forgery detection, which resulted 

in better performance. 

These methods employ SVM-based or ANN-based machine 

learning techniques to categorize images as forged or non-

forged. SVM can handle vast feature spaces, although it is 

inefficient when dealing with large datasets.  

Multimedia tools have been extensively used since the year 

2000 and many methods have been used to identify the fake 

images. Finally, the approaches outlined above do not capture 

all of the properties of fake pictures from more extensive data 

sets. The proposed approach is targeted to operate on large 

datasets and to identify tamper areas with minimum time of 

computation. 

 

 

3. METHODOLOGY 

 

Image forgery detection is a binary classification task that 

defines whether or not an image has been forged. ResNet 

architecture mainly consists of convolution, batch 

normalization, and pooling operations, where these 

operational blocks are repeated during processing of any input 

image for a classification task. During this process, the width 

and height of the layer remain constant. Usually 3*3 

convolutions were performed on images with dimensions of 

64, 128, 256, and 512 pixels. Skip connections are used in the 

ResNet model during the process of signal and layer reduction 

is obtained by stride movement. For the ResNet 50 model, 

there are 50 layers with 48 -convolutional blocks, average 

pooling, and normalization. Each of the 2-layer blocks in 

ResNet 34 was replaced with a 3-layer bottleneck block, 

forming the ResNet 50 architecture. The model mainly 

consists of residual blocks with skip connections, which play 

a vital role in the feature extraction of the input. In addition, 

the ResNet model employs identity connections to avoid the 

vanishing gradient problem in neural networks. 

The proposed method includes Residual Neural Network 

(ResNet) models of different variants and is allowed to train 

and test on multiple benchmark datasets of Copy Move forgery 

and Splicing Image Forgery. Images are well classified on the 

proposed model, and the best validation accuracy is attained 

on the three models of Residual Neural Network (ResNet) with 

Adam optimization. The flow chart below in Figure 1.b and 

block diagram in Figure 1.a indicates different steps which are 

present in ResNet algorithm. The proposed method includes 

ResNet-50, ResNet-101, ResNet-151 models trained and 

tested for CoMoFoD, MICC-F2000, and CASIA v2 datasets 

and for localization of tamper areas, Gradient class Activation 

Mappings (Grad-CAM) have been used. The HD5 model is 

obtained after training and testing and is used for testing the 

images for the presence of tamper areas in prediction and 

localization. Classification Accuracy of higher values is 

obtained and is compared with state-of-the-art methods. Also, 

the three models of Residual Neural Network (ResNet) are 

robust to rotation, shearing, noise presence, and blur in the 

images of the forgery dataset. Algorithm 1 shows the steps for 

proposed algorithm using ResNet algorithm. 
 

 
 

Figure 1a. ResNet-50 architecture comprising convolution 

block and identity block for learning image features [36] 
 

Algorithm 1 steps - proposed method 

 

Start 

 

1. Read the Forgery Dataset "Si, Ti" where i = 1 to n 

2. Pre-process all pictures & use the net weights for 

training and testing of images  

3. Choose the batch size as bs and number of epochs for 

evaluation. 

4. Select the Adam optimizer (learning rate)  

• Set nb = n/ bs as the value for mini-batch size. 

5.Train the network with tuning parameters for each 

epoch. 

6.At each step, from batch 1 to batch nb 

• Train the model for images and reduce the 

cross-entropy loss. 

• For each epoch use Back-propagate for loss 

calculation. 

• Enhance the parameters. 

7. Re-arrange pictures into real and fake categories. 

8. Detection of fraud areas in images. 

9. Apply Gradient class activation mapping (Grad-CAM) 

for tracing forged areas. 

End 

 

The following is a flowchart for detecting forgeries in 

images of benchmark dataset. We read the benchmark dataset 

for Image forgery Classification. Pre-Processing procedures 

(image scaling, segregation into two folders of actual and 

altered photographs) are used on the dataset for classification 

into real and fake images. Dataset undergoes cross-validation 

during pre-processing process of algorithm. Adam optimizer 

parameters were tuned to desired values, and download the 

Residual Neural Network (ResNet) algorithm's 'Image Net' 

weights, and produce the Model summary. In the training 
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phase, using the categorical cross-entropy for loss 

computation minimizes the error function, and graphing the 

training phase against total epochs of training minimizes the 

error function.  

Metrics evaluation in training Accuracy and testing 

Precision and Recall matrices are generated for each dataset 

based on Accuracy. During each dataset, logs are generated for 

the training and testing phases. The image prediction uses a 

model created for tamper detection. To identify fabricated 

regions in pictures, localization employing Gradient class 

activation mapping (Grad-CAM) is used. Multiple models are 

compared to each benchmark dataset during evaluation 

process. 

 

 
 

Figure 1b. Flow chart of proposed method 
 

 

 

4. EVALUATION OF PROPOSED METHOD 

 

Several tests are used to test the proposed method for 

detecting altered images. The approach is tested on various 

picture datasets [28-30], including the scene, natural, texture, 

and animal categories. The suggested method is also compared 

to previously published ISD methods and Copy-Move forgery. 

In comparison to previously discovered methodologies, the 

proposed technique yields superior outcomes. The datasets 

and assessment measures are described in the sections below. 

 

4.1 Datasets 

 

Three benchmark datasets [28-30] are used to test the 

proposed technique These three datasets are explained in 

Table 1. CASIA v2.0 [28], the initial dataset, is similar to 

CASIA v1.0 and comprises fake images for testing. The 

photographs have been processed in numerous ways, 

including scaling, rotation, and distortion. After the areas were 

cropped, several post-processing techniques such as blurring 

were applied. Images in various formats are included in the 

collection (.jpg and .tiff). The dataset has 12,614 images with 

dissimilar sizes from 240 × 160 to 900 × 600 pixels, with 7491 

realistic and 5123 fake images. Images in the second dataset 

CoMoFoD [29], have been subjected to various processing 

techniques, including translation, rotation, scaling, distortion, 

and combination. The dataset contains 260 images with sizes 

512 × 512 and 3000 × 2000 pixels, with 60 large images. 

MICC-F2000 [30], the third dataset, has 2000 photos, 700 of 

which have been tampered images and 1300 original images. 

The photographs have been processed in various ways, 

including rotation and distortion. The dataset has 2000 images 

with the size of 2048 × 1536 pixels. 

 

Table 1. Datasets used for the proposed algorithm 

 

Dataset Size 
Total 

Images 

Image 

Format 

CASIA v2.0 [28] 

240 × 160 

& 

900 × 600 

12,614 
JPG, TIFF, 

BMP 

CoMoFoD [29] 512 × 512 10,000 BMP 

MICC -F2000 

[30] 

2048 × 

1536 
2000 JPG 

 

4.2 Evaluation metrics 

 

Every classifier model requires evaluation metrics to 

measure classifier performance. The first model assessment 

phase, a 10-fold cross-authentication test, is used to assess the 

categorization technique utilized in this study. In this 

technique, datasets are separated into nine parts for training 

and one part for testing, with nine parts being used to train the 

classifier model and one part being used to test the learned 

model. The dataset's average value influences the outcome. 

The classifier model's confusion matrix is then utilized to 

calculate classifier assessment metrics, including accuracy, 

recall and precision. A confusion matrix is a 2 × 2 square 

matrix that clarifies the performance of a model having two 

retort classes (negative and positive). As a result, there are four 

values: True Positives (TP), True Negatives (TN), False 

Positives (FP), and False Negatives (FN). TP: The positive 

class was correctly anticipated. TN: The negative class was 

correctly anticipated. FP:  The positive class was incorrectly 

anticipated. FN:  Anticipated the negative class incorrectly. 

The formulas 1,2,3,4 can be used to calculate the Accuracy 

(Acc), Recall (R), Precision (P) and F1-Score of the above-

mentioned confusion matrix, where accuracy provides an 

overall result about how often the model is correct. F1-Score 

represents the likelihood that an image is correctly classified 

based on analysis, while Precision (P) represents the likelihood 

that an image is correctly classified based on true value. The 

formula for computing these metrics is shown below. 

 

Accuracy = 
𝑻𝑷+𝑻𝑵

𝑻𝑷+𝑻𝑵+𝑭𝑷+𝑭𝑵
 (1) 

 

Precision = 
𝑻𝑷

𝑻𝑷+𝑭𝑷
 (2) 

 

Recall/Sensitivity =  
𝑻𝑷

𝑻𝑷+𝑭𝑵
 (3) 

 

F1-Score = 
  𝟐∗𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏∗𝑹𝒆𝒄𝒂𝒍𝒍

   𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏+𝑹𝒆𝒄𝒂𝒍𝒍
 (4) 

 

4.3 Implementation details 

 

The Jupyter Notebook IDE was used to develop algorithms 

using Python programming. The algorithm was put into 

practise using the Tensor flow and Keras Deep learning 

libraries. With an i3 processor, 8GB RAM and Nvidia 

Graphics Card 1050 serves as a hardware resource for neural 

net training and testing platforms. Adam optimizer is used for 

optimization with learning rate :0.01, weights; ‘imagenet’, 

‘softmax’ as activation function, categorical cross-entropy as 
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loss function. During training process the number of epochs 

used were 05 with 75 incremental steps. Adam optimizer is 

used in our proposed method for updating the network weights 

more efficiently than traditional stochastic gradient descent. In 

earlier deep learning methods, gradient descent is used, 

whereas the proposed method uses Adam for deep learning 

model training. Adam merges the finest features of the Ada-

Grad and RMS-Propagation methods to have an optimization 

algorithm capable of dealing with sparse gradients on noise 

issues. Batch size of 16 is considered with learning rate of 0.01. 

 

 

5. RESULTS AND DISCUSSION 

 

Experiments with the proposed approach were carried out 

on a Windows OS with an i5-processor, 8 GB RAM and a 

NVidia Graphic Card with GPU-1050.In the suggested 

method, the characteristics of images are separated into two 

folders (real and tamper) before pre-processing and are trained 

and tested accordingly. This study presents a novel result that 

shows how the proposed method outperforms other state-of-

the-art approaches. These section summaries the results of 

experiments conducted on three distinct datasets and their 

analyses 

The proposed methodology was studied as a image forgery 

classification algorithm for two classes that is original and 

forgery. Original patches had been chosen from original image 

sections, whereas deformed patches were chosen from the 

embedded area's boundaries. The patch has been chosen to be 

28x28 pixels in size. A Half-patch overlap of 20 pixels was 

used to choose patches again from the image. The pixels in the 

patches had normalized prior to training. For each epoch the 

algorithm has been trained for 75 incremental steps and the 

proposed network was trained and tested accordingly. In Table 

2 three proposed models are compared with respect to training 

and testing Accuracies. As depicted in Table 2, the proposed 

method with the CoMoFoD dataset gives superior accuracy 

than the proposed methods with CASIA v2.0 & MICC-F2000.

 

Table 2. Illustration of three proposed ResNet models in terms of validation and training accuracy (Acc) using Adam optimizer 

 
S.No Proposed model using ADAM Optimizer MICC-MF2000 COMOFOD CASIA-v2 

1 RESNET-50 
Training Acc: 97% 

Validation Acc: 97% 

Training Acc: 98% 

Validation Acc: 99% 

Training Acc: 86% 

Validation Acc: 73% 

2 RESNET-101 
Training Acc: 98 % 

Validation Acc: 97% 

Training Acc: 98% 

Validation Acc:96% 

Training Acc: 86% 

Validation Acc: 77% 

3 RESNET-151 
Training Acc: 96 % 

Validation Acc: 96% 

Training Acc: 96% 

Validation Acc: 97% 

Training Acc: 86% 

Validation Acc: 74% 

4 Localisation using GRAD-CAM technique 
Achieved-√ 

*Acc = Accuracy 
Achieved-√ Achieved-√ 

The test is run on the first dataset, CASIA v2.0, in the first 

instance. Table 2 illustrates the test and training accuracies on 

the CASIA v2.0 dataset Compared to previous methodologies, 

the proposed model has a 142-dimension vector with Training 

Accuracy of 86% and 80% as Validation Accuracy. Using the 

CASIA v2.0 dataset (shown in Figure 2), the proposed method 

detects the location of faked regions. The dataset was 

separated into training and test images and have been trained 

on ResNet-50, ResNet-101, and ResNet-151 neural networks. 

Plots obtained using CASIA v2.0 dataset indicate red-for 

Validation and blue- for Training curves. Figures 3 and 4 

indicate Accuracy and Loss curves. Evaluation of testing 

Accuracy and Loss curves is shown for 300 steps and epochs. 

From Figures 3 and 4, it is observed that ResNet -50 classifier 

using CASIA v2.0 dataset has improved Accuracy and low 

Loss compared to ResNet -101, and ResNet -151. ResNet -50, 

ResNet-101, and ResNet-151 neural networks performed well 

using CASIA v2.0 dataset and obtained higher Accuracy and 

decreased Loss compared to other methods. 

The second case experiment demonstrated a model on the 

CoMoFoD dataset. The Accuracy and F1-Score are shown in 

Table 3 using benchmark datasets. Table 3 compares 

experimental results on the CoMoFoD dataset with results 

from different models on the same dataset, as mentioned 

before. Compared to existing approaches, the proposed 

methodology has higher Accuracy of 99.3 % and F1-Score of 

0.96. The proposed process is displayed in Figure 5, utilizing 

the CoMoFoD dataset to identify the location of forged regions 

in benchmark datasets. Table 3 demonstrates that the proposed 

strategy outperforms existing methods using Deep learning 

algorithms. 

The image collection (dataset) was separated into training 

and test samples and has been tested on ResNet-50, ResNet- 

101, and ResNet-151 neural network using CoMoFoD dataset. 

During Evaluation red and blue colour indicates in Validation 

Accuracy and Training Accuracy. Evaluation of metrics with 

Accuracy and Loss curves is shown in Figures 6 and 7. From 

Figures 6 and 7, it is observed that ResNet-50 classifier using 

the CoMoFoD dataset has shown improvement in Accuracy 

and decrement in Loss compared to ResNet-101, and ResNet-

151 models. ResNet variants using CoMoFoD dataset has 

shown increased Validation Accuracy and minimum Loss 

during evaluation using Adam optimizer. 

 

 
 

Figure 2. Original image (leftmost), fake image (middle 

image), and localization of forged areas (rightmost) image, 

image courtesy CASIA v2.0 dataset 

 

The proposed model is also tested on MICC-MF2000 

dataset. Its Accuracy is compared to the preceding approaches 

against state of art methods and found to be out casting those 

techniques. Table 3 compares the experimental outcomes to 

different models on the MICC-MF2000 dataset. Compared to 
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existing approaches, the proposed model has an Accuracy of 

99.8%. The proposed model is displayed in Figure 8, utilizing 

the MICC-MF2000 dataset to identify the location of forged 

regions using GRAD-CAM technique. 

 

 
 

Figure 3. Accuracy vs Epochs curves of (a) ResNet-50, (b) 

ResNet -101, and (c) ResNet -151 using CASIA v2.0 dataset 

(----training curve, ----testing curve) 

 

 
 

Figure 4. Loss vs Epochs curves of (a) ResNet -50, (b) 

ResNet -101, and (c) ResNet -151 using CASIA v2.0 dataset 

(----training curve, ----testing curve) 

 

 
 

Figure 5. Original image (leftmost), fake image (middle 

image), and localization of forged areas (rightmost) from 

CoMoFoD dataset 

 

The dataset was separated into training and test samples of 

images for ResNet -50, ResNet -101, and ResNet -151 neural 

network for forgery classification. Figures of red (Validation) 

and blue (Training) curves indicate Accuracy and Loss plots. 

Evaluation on dataset is shown in Figures 9 and 10. From 

Figures 9 and 10, it is observed that ResNet -50 using the 

MICC-MF2000 dataset has shown improved Accuracy and 

low Loss compared to ResNet -101, and ResNet -151 networks. 

ResNet -50, ResNet-101, and ResNet -151 neural networks 

using MICC-MF2000 dataset performed well in terms of 

Validation Accuracy and Training Accuracy with minimum 

loss during evaluation phase. 

 

 
 

Figure 6. Accuracy curves of (a) ResNet -50, (b) ResNet -

101, and (c) ResNet -151 using CoMoFoD dataset  

(----training curve, ----testing curve) 

 

 
 

Figure 7. Loss curves of (a) ResNet -50, (b) ResNet -101, 

and (c) ResNet -151 using CoMoFoD dataset  

(----training curve, ----testing curve) 
 

 
 

Figure 8. Original image (leftmost), fake image (middle 

image), and localization of forged areas (rightmost) using 

MICC-MF2000 dataset. 

 

 

 
 

Figure 9. Accuracy curves of (a) ResNet -50, (b) ResNet- 

101, and (c) ResNet-151 with MICC-MF2000 dataset. 

 (----training curve, ----testing curve) 
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Table 3. Performance of the proposed method against the state-of-the-art methods 
 

S.no Method/year CASIA v2 dataset 
COMOFOD 

dataset 

MICC-MF2000 

dataset 
Accuracy F1-Score 

1 
CNN/ 9 -Convolution layers/2016 

Proposed network 

√ 

√ 
√ √ 

98.0 % 

99.0 % 

Localisation achieved 

0.98 

2 

Mantra-Net/2019 

Buster-Net/2020 

CAT-Net/2021 

Proposed Network 

√ 

√ 

√ 

√ 

  

56.14% 

49.06% 

87.29% 

77% 

Localisation achieved 

 

 

 

0.80 

3 

KEY-POINT CLUSTERING/2020 

VGG-16 MODEL/2020 

Proposed network 

 

√ 

√ 

√ 

 

94% 

94% 

99% 

Localisation achieved 

 

 

0.93 

0.98 

4 

CNN/3 conv layers/2021 

Hand-crafted feature point /2016 

VGG-16 based (block 5-pool)/2019 

Proposed network 

  
√ 

√ 

96% 

95% 

97% 

Localisation achieved 

0.74 

0.96 

5 
MASK RCNN/2020 

Proposed network 
  √ 

97% 

97% 

Localisation achieved 

 

 

0.97 

0.97 

6 
VGG-16 MODEL/2020 

Proposed network 
  √ 

97% 

97% 

Localisation achieved 

0.97 

0.97 

 

  
 

Figure 10. Loss curves of (a) ResNet -50, (b) ResNet- 101, 

and (c) ResNet -151 with MICC-F2000 dataset 

 (----training curve, ----testing curve) 

 

 

 

6. CONCLUSION 

 

This paper uses the Deep Learning (DL) approach using 

Residual Neural Network (ResNet) variants to provide an 

automated tool to decide forgery in spliced and non-spliced 

images and Copy-Move forgery images. The paper's key 

contributions are the most basic feature set that it may be 

utilised to appropriately categorise the composite images and 

Copy-Move forgery and a full evaluation of the proposed 

model outcasts the existing approaches and traditional 

approaches. CASIA v2.0, MICC-MF2000, and CoMoFoD are 

three datasets used to test the proposed model's evaluation 

metrics. The texture, nature, and scenes of the images in these 

datasets are all highly distinct. Detecting spliced forged 

images in such a diverse set of images is a difficult challenge. 

On the CASIA v2.0 dataset, an accuracy of 77% is achieved 

and 99% accuracy on MICC-MF2000. And 98.6% accuracy 

on the CoMoFoD dataset was achieved using the ResNet 

architecture. The proposed work's results demonstrate that the 

modeled classifier recognizes counterfeit photos more 

effectively than the previous techniques. By utilizing a similar 

feature set and deep learning approaches, localizing spliced 

items in a picture is possible. Furthermore, as shown in the 

Figures 2, 5, 8, localisation is accomplished by employing the 

Gradient-Class Activation Mapping (Grad-CAM) approach on 

three different benchmark datasets. Further, the ResNet model 

is robust to rotation, shearing, and noise presence in images of 

tampered images. In the future, these methods may be 

extended to be implemented on cloud computing and hardware 

for optimization of metrics. 
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