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Owing to the reliability of biometric data, person identification systems are developed using 

many different biometric data. However, these systems can be easily fooled with prosthetic 

face masks, contact lenses and fingerprint tapes. EEG signal is considered to be the most 

difficult biometric data to copy. The main reason why EEG-based identification systems 

have not become widespread is that their accuracy performance is not stable. In this study, 

an EEG based identification system DM-EEGID with improved accuracy performance is 

proposed. In this approach, first of all, the channels that are meaningless and reduce the 

accuracy performance from the high number of channels used as input data should be filtered 

out. Therefore, a Random Forest based binary feature selection method is recommended. 

With this algorithm, it has been determined that the optimum number of channels for the 

highest percentage of accuracy in the 64-channel data set is 48-channel. Then, for the 

determination of the most distinctive frequency subcomponent, the delta pattern was 

determined to be the most appropriate frequency component by inter-section correlation 

coefficient analysis. Finally, the proposed approach was tested with hybrid Attention-based 

LSTM-MLP supported by optimum parameters with both eyes closed and eyes open resting 

state EEG recording. The proposed model reached 99.96% and 99.70% accuracy 

percentages for eyes-closed and eyes-open datasets, respectively. These results show that 

this proposed approach has the potential to be applied in closed systems where the number 

of people is limited. 
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1. INTRODUCTION

User identification systems and systems to identify users 

registered in the system are essential for security. In these 

systems, there is the input data of the users and a machine that 

controls this data. In the last two decades, passwords or smart 

ID cards are not very useful for a secure identification system 

and not very useful due to security issues as they are easily 

copied. For this reason, its usability in person identification 

systems has been studied due to its reliability against the risk 

of copying with biometric-based systems. Biometric 

identification systems use users' biometric data as input data. 

These data, which are used as inputs, are encrypted and stored 

in the database. Two different types of data are used for 

biometric person identification systems: Physiological and 

behavioural. Fingerprints, iris, face, and hand geometry are 

examples of physiological biometric data. Data such as voice, 

gestures, keystrokes on the keyboard, signature, and EEG can 

be given as examples of behavioural biometric data. In 

systems that are designed using biometric data, steps such as 

signal processing, pattern extraction, and comparing the 

extracted pattern with the user data in the database are applied 

to the biometric data of the users. Data such as iris, retina, face, 

voice, fingerprint, and palm print can be given as examples of 

biometric data, which are frequently used today [1-9]. 

However, systems designed using these biometric data can be 

easily fooled. For example, fingerprints can be copied with 

fingerprint tapes, the face of the person can be copied with 

prosthetic masks, and the iris can be copied with contact lenses. 

These biometric data, shown as examples, can be obtained by 

malicious attackers. 

Electroencephalography (EEG) signals are biopotentials 

formed from brain activities. EEG signals are obtained with 

the help of electrodes. EEG signals are highly affected by 

emotional changes and the person's environment. That's why 

EEG signals are pretty unstable in different situations. In 

recent years, EEG data has been used in biometric 

authentication studies. It has many advantages over ordinary 

biometric data because it has uniqueness and non-replicability. 

In particular, the fact that the EEG signal is related to the 

person's past life, the gyrus and sulcus shapes in the brain, 

stress status, and mood makes it unique [10]. However, due to 

the formation of a stressful environment when the EEG signal 

is received without the person's consent, a different signal 

occurs then the standard resting state EEG signal. Therefore, 

it cannot be copied. Although EEG-based identification 

systems are still a new field of study, successful studies in the 

literature prove that other biometric data are an alternative 

method [11]. However, there are still some difficulties for 

EEG-based identification systems. EEG signals have a low 

signal-to-noise ratio. A low signal-to-noise ratio is a factor that 

reduces the accuracy of identification. Accuracy rates in 

studies in the literature range from approximately 80% to 95%. 

However, different parameters also affect the accuracy of the 

identification systems. Some of these parameters are related to 

EEG recorders. The number of channels, sampling frequency, 
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and recording time can be given as examples of the parameters 

related to the recorder. These parameters directly affect the 

amount of data. Although a large amount of data seems good, 

it sometimes reduces accuracy, especially in deep learning-

based artificial intelligence techniques. Therefore, the 

optimum number of channels should be determined and the 

optimum accuracy value should be reached. The way to do this 

is through feature selection. Feature selection affects the 

performance of classification algorithms. It is crucial to select 

meaningful data for the algorithm. A large number of feature 

spaces often reduces the accuracy value. At the same time, 

reducing the amount of data used by the algorithm also 

shortens the processing time of the algorithm [12]. The most 

suitable deep learning algorithms for time series data are 

Recurrent Neural Network (RNN) and Long Short Term 

Memory Algorithm (LSTM), inspired by RNN architecture. 

However, the accuracy of EEG-based identification studies 

designed using LSTM or RNN algorithms in the literature is 

not high for real-life use. Detailed information about these 

studies will be shared in the Related Works section. To briefly 

mention in this section, neither LSTM nor RNN architecture 

alone is insufficient for classification. Therefore, hybrid 

algorithms are needed using these algorithms. In this study, an 

Attention-based LSTM-based hybrid algorithm has been 

developed. The algorithm is designed to work with any 

machine learning classifier. This way, the optimum machine 

learning method that will improve the deficiencies of the 

LSTM structure can be selected. 

To solve the problems mentioned above, DM-EEGID 

architecture is proposed in this study. This architecture is a 

hybrid deep-machine learning algorithm. This proposed 

approach uses a Random Forest-based embedded feature 

selection algorithm to determine the optimum number of 

channels for the highest accuracy performance. With these 

analyzes, a complete EEG-based identification system is 

designed. The hybrid Attention-based LSTM-MLP algorithm 

is trained with the EEG dataset recorded with the eyes closed 

with the highest accuracy value of 99.96%. If the literature 

contributions of the designed DM-EEGID algorithm are listed 

as a result of the study: 

·A random Forest-based binary random forest feature 

selection approach is recommended to identify the most 

effective channels for classification. 

·Thanks to the attention mechanism added to the LSTM 

algorithm, the most distinctive features of the channels, which 

are the output of the binary RF feature selection algorithm, are 

automatically searched to ensure that the algorithm can work 

correctly against EEG data received from users at different 

times and places. 

·A hybrid Attention-based LSTM-MLP algorithm using RF 

feature selection has been developed for user identification. 

·In the literature, “Which frequency subcomponent should 

be used in identification?” In order to answer the question, the 

performance of the algorithm was analyzed by both statistical 

methods and testing each frequency subcomponent in the 

algorithm. 

·Another question in the literature is “What are the 

appropriate channels and the optimum number of channels for 

the highest accuracy?” In order to answer the question, the 

channels determined in the literature and the channels 

suggested by this study were tested. 

The remainder of the article is organized as follows: Part 2 

reviews studies in the literature. Chapter 3 explains the dataset 

used in the study, the feature selection algorithm, and the 

designed hybrid classification algorithm. Section 4 is the 

section where the performances of the developed algorithm 

under various conditions are examined and discussed in detail. 

Finally, chapter 5 summarizes the tests performed in this 

article and provides information about the results and possible 

future work. 

 

 

2. RELATED WORKS 

 

This section gives a summary of previous studies on 

identification designed using EEG biometric data. EEG 

signals emerge as a result of electrical activities in the brain. It 

is suitable data for biometric authentication systems because 

EEG signals are protected against attacks. Furthermore, EEG 

signals are the subject of artificial intelligence studies. This 

way, supportive systems are created for clinicians to make 

decisions. Artificial intelligence techniques are also used in 

identification systems. EEG-based identification algorithms 

were generally implemented using machine learning or deep 

learning methods. However, contrary to these, some systems 

are implemented using techniques such as Automatic 

Regression (AR). EEG-based identification studies started to 

be recommended before the 2000s. Different approaches have 

been proposed in the literature using different algorithms. 

Some of the algorithms used: Support Vector Machine (SVM), 

Random Forest (RF), Bayesian Network, Naive Bayes, k 

Nearest Neighborhood (kNN), Linear Discriminant Analysis 

(LDA), Elemental Neural Network (ENN), Classification and 

Regression Tree (CART), XGBoost, Incremental Fuzzy-rough 

Nearest Neighbor (FRNN), Multi-layer Perceptron (MLP), 

Convolutional Neural Network (CNN), Long Short Term 

Memory (LSTM) and Recursive Neural Network (RNN). 

The accuracy rate decreases in applications that do not have 

Complete EEG-based identification systems because methods 

such as feature selection and channel selection are not 

generally used. However, in some studies, the classification 

algorithms used were chosen from ordinary algorithms. It is 

challenging to achieve high accuracy when classifying 

complex signals such as EEG with these algorithms. Most of 

the studies in the literature are not have a complete EEG-based 

identification system. In a complete EEG-based identification 

system, there should be channel selection, EEG pattern 

selection, and appropriate algorithm parts. These steps are 

missing in most studies in the literature. Some studies did not 

decompose the EEG signal into patterns [11]. In some studies, 

channel selection was not made. Works are carried out using 

all channels.  

In this part of the study, EEG-based identification studies in 

the literature are reviewed. In addition, studies will be 

summarized comparatively. Different criteria such as 

algorithm used in the comparison, number of subjects, number 

of recorder channels, dataset, and EEG patterns were used. 

According to the data used, the studies can be examined under 

four main headings. These are: (i) data received during a motor 

function, (ii) data received during a visual stimulus, (iii) data 

received during both visual and motor function, and (iv) data 

received at rest. However, since there is no consensus on 

which EEG pattern should be used, different patterns were 

used in each study. The studies in the literature are 

summarized in Table 1. When the table is examined, the low 

number of people increases the accuracy performance. This 

proves that EEG-based systems can be used in closed systems 

where the number of people is low. 
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Table 1. Comparison of different works on biometric authentication techniques 

 

References 

Number 

of 

Subjects 

Number 

of 

Channels 

EEG 

Pattern 
Objective Accuracy % Dataset 

[13] 109 64 γ 

Multiple related tasks are performed simultaneously. EEG 

signals recorded with left hand movement and eyes open 

tasks were classified using Two-layer Neural Networks 

algorithm by extracting the features such as mean and 

standard deviation. 

95.60 [32] 

[14] 7 6 All 

Discrete Wavelet transform, log energy entropy, sample 

entropy and auto-regressive coefficients features were applied 

to EEG data collected as a result of different tasks (resting 

state, solving math problem, visual counting, geometric figure 

rotation). In addition, the effect of channels' positions on EEG 

identification was investigated. Classical SVM and Bayesian 

Network were used as classification algorithms. 

95 [33] 

[15] 20 19 All 

Power Spectral Density was used as feature extraction. In 

addition, the effect of visual stimuli on identification was 

investigated. In classification, kNN and LDA algorithms were 

used. 

94.95 Special 

[16] 109 
4, 16, 32, 

64 
γ 

Identification was made with 1D Convolutional LSTM 

architecture using motor movements (fists and feet). 
99.58 [32] 

[17] 8 9 θ 
Identification was made with a CNN-based approach using 

low-frequency SSVEP data from the retina. 
97 Special 

[18] 100 256 All 

Features were extracted from the EEG data obtained as a 

result of the driving fatigue experiment with AR and FFT 

methods. The CNN-based identification system classifies it. 

97 [34] 

[19] 109 46, 64 α, β 

An identification system with fuzzy entropy and Power 

Spectral Density based features is designed using CNN with 

motor movements EEG records (fists and feet). In particular, 

the issue of stability of EEG biometrics was mentioned. 

99.94 [32] 

[20] 8 14 δ 
It is aimed to design a low-cost system. Therefore, only an 

LSTM-based classifier is designed. 
89.5 Special 

[21] 109 56 All 

By performing network analysis on a set of EEG features, it 

combined 10 single-channel features (seven spectral and three 

non-linear) and 10 multi-channel features, creating a distance-

based classifier for authentication. 

98.93 [32] 

[22] 32 5, 32 α, β, γ, θ 

The performance of algorithms such as RNN, CNN-LSTM, 

CNN is analyzed with the features obtained using Power 

Spectral Density and spectral coherence. During the 

recording, it is aimed for the subjects to rate the music videos. 

97.97 [35] 

[23] 20 7 θ, δ 

It is aimed to EEG-based user identification and 

authentication with SSVEP and ERP. LSTM is used as the 

classification algorithm. 

91.44 Special 

[24] 105 8, 16, 64 All 

Classification is performed with classical LSTM by using 

SVM-based feature selector with EEG data recorded in fist 

tightening or relaxation states. 

91.44 Special 

[25] 20 4 All 

Identification is made with SVM and DNN algorithms by 

applying Wavelet transform to the EEG data recorded while 

showing circles with varying contrasts. 

97 Special 

[26] 37 64 All 
SVM based identification system is designed with combined 

eye tracking and EEG data. 
98.28 [31, 36] 

[27] 16 32 All 

An identification system was designed with SVM classifier 

by using EEG data recorded by showing self and non-self 

images and Fisher distance features. 

90.7 Special 

[28] 109 1 All 

The optimum classification result is investigated using only 

one channel EEG data. SVM and LDA algorithms were used 

as classifiers. 

82.58 [32] 

[29] 37 8 α, β 
FRNN based identification system uses cross-correlation, 

coherence, and Hjorth parameter attributes.  
95.1 Special 

[30] 26 56 All 

It is aimed to EEG-based user identification and 

authentication with a low-density EEG recorder with SVM 

classifier. 

95 Special 

[31] 109 14 All 

A low-cost CNN-based model was designed using resting-

state EEG recordings. By keeping the number of channels 

very low, the desired optimum accuracy has been achieved. 

99.32 [32] 

EEG Pattern: Symbols of 5 different frequency bands mentioned in the method section are used. The "All" label is used for the studies that use it without separating 

into the frequency bands. Dataset: If the data set obtained from the relevant article is used, the label "Special" is written. 
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Figure 1. The architecture of the proposed approach  
EEG signals collected in the designed architecture are firstly decomposed into frequency subcomponents. Then for channel selection, the delta pattern Binary 

Random Forest-based Feature Selection algorithm selects features that will improve accuracy performance. Finally, selected features are classified using the Hybrid 
Attention-based LSTM-MLP algorithm. 

 

 

3. METHODOLOGY 

 

In this study, a high-accuracy Electroencephalography-

based identification system is proposed. The DM-EEGID 

approach, which is a complete EEG-based identification 

algorithm, has been designed to eliminate the deficiencies in 

the literature. This proposed EEG-based identification system 

consists of four stages. The first step is to receive the EEG 

signal from the users. The second step is to decompose the 

frequency subcomponents of the dataset and select the 

appropriate band. In the third stage, the binary random forest 

feature selection algorithm, which is a Random Forest-based 

feature selection system that enables the selection of suitable 

channels from the 64-channel EEG signal, is used. 

In the fourth stage, the hybrid Attention-based LSTM-MLP 

algorithm that classifies individuals by labeling the features 

selected by the binary Random Forest feature selection 

algorithm is executed and the classification result is shown. 

The block diagram of this proposed approach is shown in 

Figure 1. A detailed description of each step in this block 

diagram is provided in this section. This proposed system 

takes the EEG biometric data of the users first. Users were 

asked to have both eyes closed and eyes open while collecting 

data. The main reason for using both data is to find a solution 

to the dilemma in the literature. Because most studies use EEG 

recording with eyes open, other studies use EEG recording 

with eyes closed. In the next step, the dataset is divided into 

frequency subcomponents and the most appropriate EEG 

pattern is selected. There is no fixed opinion on which 

frequency pattern should be used. Therefore, each pattern will 

be analyzed with a statistical approach and the most 

appropriate pattern will be determined by performing tests 

with each pattern. An RF-based feature-selective algorithm is 

used to detect and extract the least important channels in the 

received data. The data is then normalized and used for both 

training and testing in the hybrid Attention-based LSTM-MLP 

algorithm. In this section, we first give an overview of the 

proposed DM-EEGID and then present the technical details 

for each component, namely, dataset, preprocessing, EEG 

pattern analysis and decomposition, hybrid Attention-based 

LSTM-MLP. 

 

3.1 Dataset 

 

To analyze the accuracy of the proposed method in this 

study, a publicly shared EEG dataset on the Physionet website 

was used [32]. Most of the studies in the literature use this 

dataset. Records were collected from 109 subjects in the 

dataset. While the data was recorded with a 64-channel EEG 

device, different motor tasks were performed. The electrodes 

are placed according to the 10-10 system. The sampling 

frequency of the recorder is 160 Hz. For motor tasks, subjects 

were asked to close their fists and feet. In the dataset, one-

minute eyes open and closed recordings were also taken. The 

high number of channels in the dataset consisting of 4 tasks is 

very important for testing the proposed approach. Of these 

tasks in the dataset, only the data with eyes closed and open 

were used. Other tasks included in the dataset: 

Task 1: A screen for subjects is divided into left and right. 

The visual stimulus is displayed on the left or right side of the 

screen. Subjects open and close the left or right hand 

depending on where the stimuli arose. 

Task 2: A screen for subjects is divided into left and right. 

The visual stimulus is displayed on the left or right side of the 

screen. Subjects imaginatively open and close their left or right 

hand depending on where the stimuli arose. 

Task 3: A screen for the subjects is divided into two parts, 

upper and lower. The visual stimulus is displayed at the top or 

bottom of the screen. Subjects open and close both hands if the 

stimulus comes out on top. Subjects open and close both feet 

if the stimulus comes out on top. 

Task 4: For the subjects, a screen is divided into two as 

upper and lower. The visual stimulus is displayed at the top or 

bottom of the screen. Subjects open and close both hands 

imaginatively if the stimulus is on top. Subjects open and close 

both feet imaginatively if the stimulus is on top.
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Table 2. General information of EEG patterns 

 
Pattern Frequency Range Voltage Range Brain State Produced Location 

Delta 0.5–4 Hz Higher Deep sleep pattern Frontally & Posteriorly 

Theta 4–8 Hz High Light sleep pattern Entorhinal cortex & Hippocampus 

Alpha 8–12 Hz Medium Closing the eyes, relaxing state Posterior regions of the head 

Beta 12–30 Hz Low Active thinking, focus, high alert, anxious Most evident frontally 

Gamma 30–100 Hz Lower During cross-modal sensory processing Somatosensory cortex 
The frequency ranges used and their basic characteristics have been determined using general assumptions. 

 

3.2 EEG preprocessing, pattern decomposition, and 

pattern analysis 

 

This section will introduce general information about the 

decomposition of EEG patterns into sub-frequency 

components determined in the literature and their analysis. 

Before using the raw datasets, the DC offset, which usually 

arises from the electrodes, should be removed. However, there 

is no DC offset in this dataset. Then, the EEG data should be 

separated into lower frequency bands according to the 

frequency bands shown in Table 2. Each frequency component 

appears in a different frequency range and dominates in 

different situations. Delta pattern is between 0.5-4 Hz, Theta 

pattern is between 4-8 Hz, Alpha pattern is between 8-12 Hz, 

Beta pattern is between 12-30 Hz and Gamma pattern is 

between 30-100 Hz. There are cases in which each pattern is 

associated. The delta pattern occurs in deep sleep. In cases 

where the delta pattern occurs, people usually have low 

awareness. The theta pattern is similar to delta, but occurs in 

light sleep rather than deep sleep. The alpha pattern emerges 

in mid-awareness. It usually occurs in a state of deep 

relaxation. The beta pattern occurs when awareness is highest. 

Therefore, it appears dominantly when the eyes are open. The 

gamma pattern emerges when performing motor and cognitive 

functions [37-39]. In short, each frequency band is related to 

both awareness and the active region of the brain. 

Different EEG patterns have been used in studies in the 

literature. One of the most important problems in this study is 

which EEG pattern should be used. Therefore, the EEG signal 

will be separated into all sub-frequency components and their 

performance on the algorithm will be analyzed. Inter-section 

correlation coefficient values, one of the analysis methods in 

the literature, will also be analyzed to support which pattern 

should be chosen. The correlation of each pattern with other 

patterns will also be investigated. 

Datasets such as EEG must go through the normalization 

process before they can be used in artificial intelligence studies. 

The biggest reason for this is that the weight of each data is 

reduced to the same ratio. There are different normalization 

methods in the literature. The most commonly used of these 

methods are min-max normalization, unity normalization, and 

z-score normalization. Generally, the z-score normalization 

process is used in EEG data. The Z-score normalization 

process is shown in Eq. (1). In the equation, μ represents the 

mean of the raw data, σ represents the standard deviation of 

the raw data, E represents the raw dataset, and E' represents 

the post-z-score data. In this way, the amplitudes of the EEG 

data are normalized and the effect of high amplitude 

significant data on cells are prevented from harming the effect 

on low amplitude meaningful data. 

 

𝐸′ =
𝐸−μ

σ
  (1) 

 

 

3.3 Feature selection 

 

Today, wrapper and embedded methods are widely used 

among feature selection methods. Therefore, improvements 

are made to these methods with various studies. Using 

different machine learning methods, new machine learning-

based embedded methods are frequently used today. Random 

Forest (RF) based embedded method is one of these new 

methods [40]. The RF algorithm is inspired by the architecture 

of the tree/classifier community. It is also used as the feature 

selection algorithm of the RF architecture. The RF feature 

selection increases the accuracy performance, especially in 

classification-based studies [41-45]. There are different RF-

based methods, such as SelRF [41]. In this method, the feature 

with the lowest importance value is eliminated in each 

iteration to remove the features that negatively affect the 

classification. This study aims to increase the accuracy 

performance by using the binary random forest feature 

selection algorithm, which is an RF-based feature selection 

approach.  

The algorithm's performance will be tested by using both 

the channels used in the studies on the public dataset and the 

channels obtained as a result of the RF feature selection 

algorithm used in this study. Another issue with feature 

selection is deciding which EEG pattern to use. The EEG 

signal has five basic subcomponents accepted by experts. 

These are differentiated from each other by certain frequency 

values. Detailed information about these frequency 

subcomponents is given in section 3. In this study, each sub-

component will be tested one by one and the most suitable 

component will be selected. In addition, the most commonly 

used inter-section correlation coefficient in the selection of 

EEG subcomponents will be calculated and the consistency of 

this method with the accuracy percentages obtained as a result 

of the trials will be examined. 

Generally, feature-selective algorithms select features by 

scoring different features according to certain criteria. If it is 

considered that there are Z features related to a dataset, the 

total number of feature subsets will be 2Z. If a search algorithm 

has O(2Z) complexity, it looks for a solution impractically [44]. 

Different methods have been discovered to improve this 

situation. These methods are basically: filters, wrappers, and 

embedded methods [45]. To summarize these methods, 

although the filter method is computationally efficient, it can 

sometimes reduce performance [46]. Wrappers methods are 

more complex than filter methods. However, thanks to its 

predictive models, it generally shows better results than filter 

methods [47]. In embedded methods, the features obtained 

from the dataset use the results obtained with the help of a 

supervised learner. One of the most widely used methods is 

Recursive Feature Elimination with Support Vector Machine 

(SVM-RFE). The basic method in this approach is to remove 

the least weighted features from the SVM structure of the RFE 

structure. 
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The more channels that are measured in EEG-based studies, 

the more meaningful data is collected. In identification 

systems, it is generally of great importance that users receive 

sufficient data. Therefore, a publicly available dataset with 64 

channels will be used. Multivariate data does not always 

positively affect accuracy performance for artificial 

intelligence methods. Thus, selecting meaningful channels is 

an essential problem in EEG-based studies and any study with 

a high number of features. In order to increase the performance 

of the classifiers, the most meaningful features should be 

selected. Because some data are similar to different data to be 

classified will negatively affect the performance of algorithms. 

This directly affects the percentage of accuracy. In recent 

years, there are studies in which machine learning methods are 

actively used in feature selection. Similar to the Random 

Forest (RF) based feature selection algorithm that will be used 

in this study has been found [40-43]. RF architecture is a 

classification method based on a collection of trees in 

numerical and categorical data in this structure developed by 

Breiman [40]. The binary random forest feature selection 

method will be used to classify individuals using EEG data to 

select channel features. RF architecture usually uses the Gini 

index or out-of-bag (OOB) error rate. Thanks to these 

methods, the quantitative contributions of the features are 

analyzed. The features of the algorithm are ranked in order of 

importance and the bands of the high importance of different 

combinations are selected. This study will use a binary RF 

feature selection algorithm based on the Gini index. The Gini 

index allows quantitatively evaluation of a feature's 

discriminating effect on different categories [48]. The 

mathematical expression of the Gini index is shown in Eq. (2). 

Here’s represents the sample set on each node, m represents 

the number of categories, and p represents the ratio of 

observations. 

 

𝐺𝑖𝑛𝑖(𝑠) = ∑ 𝑝𝑖(1 − 𝑝𝑖)
𝑚
𝑖=1 = 1 − ∑ 𝑝𝑖

2𝑚
𝑖=1   (2) 

 

Algorithm 1 shows the pseudocode of the binary RF-based 

feature selection algorithm. The basic operation in decision 

trees is to search for all features for each node and minimize 

the Gini purity. In this way, different categories can be 

separated. Meanwhile, important points are obtained for each 

feature. The importance score is determined by the effect of 

the feature in reducing the Gini index. In this way, 

meaningless channels are eliminated by feature selection in 

this study. Since the number of channels is obtained manually 

from the user, the channels determined by the methods in the 

literature will be tested with different channel numbers. But 

this is not a very effective method. Therefore, features below 

a predetermined threshold value (T) for the Gini index are 

eliminated. In this way, the screened form (F) of low Gini 

index data containing a certain number of features (M) is 

obtained. Iterations are run as many as the number of features 

(M) requested as output. The “imid” parameter is used to 

determine the right and left trees. First, the accuracy is 

calculated using the left tree. The accuracy value is updated if 

the calculated accuracy is better than the previous tree 

accuracy. The control must be maintained between tree 

accuracy and node accuracy. If the difference between the two 

truth values is less than or equal to the specified threshold, the 

recursive loop is run to search for the node. If the condition is 

false, it is passed to the right tree and the same operations are 

performed for this tree. 

 

Algorithm 1 Pseudo Code of Binary RF Feature Selection 
Function imax = RFFeatureSelection(data, F, Accuracy1, key, imin,  

                                                            imax, index) 

       imid = index + (imax - index) / 2 

       Accuracy1 = AccuracyCalculator(data, F, imin, imid) 

       if Accuracy2 > Accuracy1 then 

              Accuracy1 = Accuracy2 

       end if 

       if AbsoluteValue(Accuracy1 - Accuracy2) ≤ key then 

              if imax = imid + 1 then 

                     return 

              end if 

              imax = imid 

              imax = RFFeatureSelection(data, F, Accuracy1, key, imin,  

                                                         imax, index) 

       else 

              while imax > imid + 1 do 

                     index = imax 

                     imid = imid + (imax - imid) / 2 

                     Accuracy2 = AccuracyCalculator(data, F, imin, imid) 

                     if Accuracy2 > Accuracy1 then 

                            Accuracy1 = Accuracy2 

                     end if 

                     if AbsoluteValue(Accuracy1 - Accuracy2) ≤ key then 

                            imax = RFFeatureSelection(data, F, Accuracy1,  

                                                                       key, imin, imax, index) 

                     end if 

              end while 

       end if 

end Function 

 

3.4 Hybrid long short term memory-multi-layer 

perceptron algorithm 

 

This section will explain the hybrid algorithm created by 

giving general information about both Long Short Term 

Memory (LSTM) network and Multi-layer Perceptron (MLP) 

architecture. The LSTM network is a Recurrent Neural 

Network (RNN) customised version. The most important 

feature of the RNN architecture is its high performance in time 

series. These architectures depend not only on current inputs 

but also on past inputs. However, in classical neural network 

architectures, the effect of historical data disappears when 

adjusting the network weights. To avoid this disadvantage, 

RNN architecture has been developed. LSTM architecture can 

detect long-term relationships thanks to the remember gate in 

the data used in its structure. Therefore, it is suitable for use in 

regression and classification of time series. The fact that each 

LSTM cell captures long-term relationships distinguishes it 

from the RNN architecture. The gate blocks in its structure are 

specialized for different functions. The first of these gates is 

called the gate of forgetting. This gate performs an analysis 

between the previous output and the instantaneous input and 

produces a value between 0 and 1. If the generated value is 0, 

it means “forget this state”, if it is 1, it means “keep this state”. 

The forget gate is denoted by ft. Equation 3 shows the equation 

indicating the forgetting gate [49]. 

 

𝑓𝑡 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑊𝑓[ℎ𝑡−1, 𝑥𝑡]) + 𝑏𝑓 (3) 

 

Another layer of doors is the entrance door. This gate 

structure decides which new values to store. Both sigmoid and 

tanh functions are used in this gate operator. The sigmoid 

structure generates the new value to be updated and the tanh 

structure produces the intermediate value Ctx. Eq. (4) shows 

the equation of the sigmoid function and Eq. (5) shows the 

70



 

equation of the tanh function. Then these equations are 

combined [49]. 

 

𝑖𝑡 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑊𝑖[ℎ𝑡−1, 𝑥𝑡]) + 𝑏𝑖  (4) 

 

𝐶𝑡𝑥 = 𝑡𝑎𝑛ℎ(𝑊𝑐[ℎ𝑡−1, 𝑥𝑡]) + 𝑏𝑐  (5) 

 

Using it and Ctx values, Ct is produced, which allows the old 

data to be transferred to the next cell. In Eq. (6), the current 

data equation obtained with old data and new entries shows Ct. 

 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶𝑡𝑥 (6) 

 

In the next step, the output of that cell should be calculated. 

This calculated output is branched for use in the next cell. 

Finally, deciding which data will be used as output from the 

cell is necessary. The sigmoid function is used to make this 

decision. The equality of this function used in Eq. (7) is seen. 

Convert the result of the sigmoid function between -1 and 1 

using the tanh function to get the final cell output. Equation 8 

shows the last cell output equation [49]. 

 

𝑜𝑡 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑊𝑜[ℎ𝑡−1, 𝑥𝑡]) + 𝑏𝑜 (7) 

 

ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ(𝐶𝑡𝑥) (8) 

 

The Attention architecture was developed to improve the 

performance of the LSTM architecture. This architecture 

focuses on the most distinctive information. In the Attention-

based LSTM architecture, hidden states operate with trainable 

weights. In this way, it becomes easier to reach the most 

distinctive information. This process is represented in Eq. (9). 

 

ℎ𝑖 = 𝐿𝑆𝑇𝑀(𝑠𝑖) (9) 

 

hi represents the hidden output state vector in the LSTM 

architecture. The mathematical equations of the Attention 

architecture that capture the importance of the latent state are 

represented in Eqns. (10)-(12). In these equations, the vector v 

represents the output of the attention layer. But here the most 

important parameters are trainable Ws and bs parameters. 

 

𝑢𝑖 = 𝑡𝑎𝑛ℎ(𝑊𝑠 ∗ ℎ𝑖 + 𝑏𝑠) (10) 

 

𝑎𝑖 =
exp(𝑢𝑖)

∑ exp(𝑢𝑗)𝑗
  (11) 

 

𝑣 = ∑ 𝑎𝑖ℎ𝑖𝑖   (12) 

 

A hybrid algorithm has been developed by combining the 

Multi-layer Perceptron (MLP) algorithm with the LSTM 

architecture. The results of the LSTM algorithm are used as 

input to the MLP algorithm. MLP architecture is a feed-

forward neural network [50]. MLP consists of three basic 

layers: Input, hidden, and output. These layers are connected 

by a weight factor. The number of neurons in the input layer 

must be equal to the number of features used as input, and 

similarly, the number of neurons in the output layer is equal to 

the number of categories in the dataset [50]. Each of the hidden 

layers depends on both the layer after it and the layer before it. 

The outputs of the node in each layer are made ready for the 

weighting process by using a non-linear activation function. 

The relationship between the intermediate layers is shown in 

Eq. (13). 

𝑎𝑙+1 = 𝜎(𝑤𝑙𝑎𝑙 + 𝑏𝑙) (13) 

 

here, α represents layers, l indices, b bias value, w weights, and 

σ activation function. There are different activation functions 

in the literature. Examples of these activation functions are 

sigmoid and hyperbolic tangent. The mathematical expression 

of the output layer with these layer relationships is shown in 

Eq. (14). In this equation, m represents the total number of 

layers. The expression in Eq. (15) shows how supervised 

training works using backpropagation. The main aim of using 

Eq. (15) is to reduce the difference between the predicted and 

actual results [50]. 
 

ℎ𝑤,𝑏(𝑥) = 𝑎𝑚 (14) 
 

𝐽(𝑊, 𝑏; 𝑥, 𝑦) =
1

2
‖ℎ𝑤,𝑏(𝑥) − 𝑦‖

2
 (15) 

 

In the hybrid algorithm designed in this study, the features 

obtained with the Attention-based LSTM algorithm are used 

as inputs in the Multi-layer Perceptron (MLP) algorithm. Each 

node in the structure of the MLP algorithm contains nonlinear 

activation functions. The general architecture of the Attention-

based LSTM-MLP algorithm designed in this study is shown 

in Figure 2. 
 

 
 

Figure 2. Flowchart of the hybrid attention-based LSTM-

MLP algorithm. LSTM architecture is an algorithm 

developed especially for time series data. It creates a hybrid 

approach with the Attention architecture and MLP 

architecture added to its structure 

 

 

4. RESULTS AND DISCUSSION 

 

In the method proposed in this study, an EEG-based 

identification system is proposed. This proposed system has 

both feature selection architecture and a hybrid algorithm. 

Table 3 shows an overall comparison of some biometric data. 

By examining this table in detail, it should be decided which 

parameters should be corrected for the system to be designed. 

In order to control the performance of the proposed system, 

tests were carried out on the public dataset in the literature. 

The dataset is shared on the PhysioNet website. The dataset 

includes data from 109 subjects during 6 different tasks [37]. 

Each channel can be used as a feature in a 64-channel dataset. 

However, the use of all features may adversely affect the 

performance of the designed algorithm. Therefore, it is 

important to investigate the effects of different channels on 

performance. Some studies have only investigated the effect 

of this. The EEG signal is not just due to the current activity. 

Basically, the EEG signal is a combination of these signals: 

noise, EEG resulting from the task, and EEG related to 

background vital signs. The effect of regional signals is 

therefore very important. The identification algorithms made 

comparisons on which point the recorded signal was more 

effective. The electrode positions used by the studies in the 

literature are shown in Table 4. 
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Table 3. Comparison of performances in person identification task of biometric data 

 
Biometric Uniqueness + Stability + Performance + Universality + Complexity - Reliability + 

Iris 3 3 3 3 3 1 

Retina 3 2 3 3 3 2 

Voice 2 1 1 2 1 1 

Signature 1 1 1 3 2 1 

Fingerprint 3 3 3 3 2 1 

Face 2 2 2 3 3 1 

Gait 3 2 3 1 1 3 

EEG 3 1 3 3 2 3 
Scoring was made for each biometric data in the table. It is scored with 3 representing the best, 2 representing the intermediate level, and 1 representing the lowest. 

– represents the features that should be low, and + represents the features that should be high. 
 

Table 4. Channels are used for identification in the literature 

 

References 
Number of 

Channel 
Channels 

[51] 16 Fz, Cz, P3, Pz, P4, Po7, Oz, Po8, C3, C4, F3, F4, Af7, Af8, Cp5, Cp6 

[52] 14 AF3, AF4, F3, F4, F7, F8, FC5, FC6, P7, P8, T7, T8, O1, O2 

[53] 6 C3, C4, P7, P8, O1, O2 

[54] 19 Fp1, Fp2, F3, F4, Fz, F7, F8, T7, T8, C3, Cz, C4, P3, Pz, P4, P7, P8, O1, O2 

[55] 6 Fpz, Cz, Pz, O1, O2, Oz 

[31] 17 FZ, F3, F4, F7, F8, CZ, C3, C4, T3, T4, PZ, P3, P4, T5, T6, O1, O2 

[56] 14 AF3, AF4, F3, F4, F7, F8, FC5, FC6, P7, P8, T7, T8, O1, O2 

[57] 14 AF3, AF4, F3, F4, F7, F8, FC5, FC6, T7, T8, P7, P8, O1, O2 

Proposed 

Closed Eyes 
48 

Fc5, Fc3, Fc4, Fc6, C5, C3, Cz, C2, C4, C6, Cp5, Cp2, Cp6, Fp1, Fpz, Fp2, Af7, Af3, Af4, Af8, F7, 

F5, F3, Fz, F2, F6, F8, Ft7, Ft8, T7, T8, T9, T10, Tp7, Tp8, P7, P5, P4, P6, P8, Po7, Po3, Po4, Po8, 

O1, Oz, O2, Iz 

Proposed 

Opened Eyes 
48 

Fc1, Fc4, Fc6, C2, C4, C6, Cp5, Cp4, Cp6, Fp1, Fpz, Fp2, Af7, Af3, Afz, Af4, Af8, F7, F1, Fz, F2, 

F4, F6, F8, Ft7, Ft8, T7, T8, T9, T10, Tp7, Tp8, P7, P5, Pz, P2, P4, P6, P8, Po7, Po3, Poz, Po4, 

Po8, O1, Oz, O2, Iz 

Some of the channels were determined using a specific channel selection algorithm. In some studies, channels use all channels of EEG recorders. 
 

 
 

Figure 3. Graph of gini importance values determined by binary random forest feature selection algorithm for all channels. the 

channels selected for the training and testing of the algorithm are determined according to these gini importance values 

 

Using a large number of data generally increases the 

running time of algorithms. However, data measured from the 

most insignificant points show a performance-reducing effect. 

Therefore, it is desirable that the number and location of the 

electrodes used and the amount of recorded data be at the 

optimum level. In this study, the binary random forest feature 

selection algorithm was used for optimum channel number 

selection on the dataset. Different methods have been followed 

in the studies in the literature. These methods are generally 

based on correlation analysis. The feature Selection algorithm 

used in this study was run separately for each user, but the 

same channels were selected for the feature in all of them. The 
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binary random forest algorithm was executed 10 times with 

the help of the Gini importance value for each feature selection. 

The importance value of each channel is shown in Figure 3. 

Channel names are numbered because they take up space on 

the chart. The electrodes used and their order in the graph are 

as follows: 0-Fc5, 1-Fc3, 2-Fc1, 3-Fcz, 4-Fc2, 5-Fc4, 6-Fc6, 

7-C5, 8-C3, 9-C1, 10- Cz, 11-C2, 12-C4, 13-C6, 14-Cp5, 15-

Cp3, 16-Cp1, 17-Cpz, 18-Cp2, 9-Cp4, 20-Cp6, 21-Fp1, 22-

Fpz, 23-Bp2, 24-Nf7, 25-Nf3, 26-Nf, 27-Nf4, 28-Nf8, 29-F7, 

30-F5, 31-F3, 32-F1, 33-Fz, 34-F2, 35- F4, 36-F6, 37-F8, 38-

Ft7, 39-Ft8, 40-T7, 41-T8, 42-T9, 43-T10, 44-Tp7, 45-Tp8, 

46-P7, 47-P5, 48-P3, 49-P1, 50-Pz, 51-P2, 52-P4, 53-P6, 54-

P8, 55-Po7, 56-Po3, 57-Pos, 58-Po4, 59-Po8, 60- O1, 61-Oz, 

62-O2, 63-Iz. The importance values taken as the output of this 

algorithm can be limited according to a certain threshold value. 

For this study, the importance of accuracy performance has 

been tried to be emphasized. Therefore, the focus is on the 

number of channels and electrode positions that give the 

highest accuracy. All feature Selection results from 1 channel 

to 64 channels were tested with the help of the binary random 

forest feature Selection algorithm in a loop. According to these 

results, the highest accuracy value was achieved by using 48 

channels. The 3-dimensional positions of the channels 

determined by the Feature Selection algorithm are shown in 

Figure 4. In addition, in Figure 4, the positions of the 

electrodes with the highest importance according to different 

channel numbers are shared so that they can be used in 

different studies. In order to show the performance of the 

Binary random forest feature Selection algorithm, its effect on 

different algorithms is shown in Tables 9 and 10. The number 

of channels shown in Tables 9 and 10 is the number of 

channels determined by the algorithm. In addition, 64-channel 

data used without feature selection and EEG data from the 

same subjects in the dataset with their eyes open were also 

used for the comparison test. All operations were applied to 

the dataset with eyes open. The highest accuracy was again 

achieved with 48 channels. Channel information according to 

the Gini importance values obtained by the binary random 

forest feature selection algorithm in the dataset with eyes open 

and closed are shared in Table 4. 

In the proposed approach, the appropriate frequency 

subcomponent should be selected in the next step after the 

binary random forest feature selection algorithm determines 

the selected channels. There are two different approaches to 

this issue. The first of these approaches is based on when the 

EEG pattern becomes dominant. 

In EEG-based identification systems, studies are not carried 

out using only resting state data. There are also visual 

stimulus-based studies. If a visual stimulus-based system has 

been developed, alpha or beta patterns are explored here [29]. 

A different approach is a statistical approach. In this approach, 

the correlations between the patterns are examined and the 

pattern with the most different (the smallest correlation value) 

is selected. In this study, correlations between EEG patterns 

were investigated within mathematical proof. Table 5 shows 

the correlation coefficients between subjects. If the average 

correlation coefficients are examined, it is seen that the data 

with the lowest correlation is the delta pattern. This value 

proves that the pattern with the lowest similarity between the 

subjects is delta. In order to obtain each frequency band, a 3rd 

order Butterworth bandpass filter is used. The filter's low and 

high cut frequencies are adjusted according to Table 2. Many 

identification algorithms shy away from the delta pattern. 

Because the delta pattern is dominant in the deep sleep state. 

According to some views, the delta pattern that emerges when 

not asleep is the most stable pattern for studies such as 

identification. In this study, positive opinions about the delta 

pattern are supported.  

The hyperparameters used in the proposed hybrid Attention-

based LSTM-MLP algorithm are shared in Table 6. In order to 

maximize the accuracy performance, these parameters were 

obtained as a result of different trials. A search field suitable 

for each parameter was selected for these trials. Table 6 

contains detailed information about the search area and 

parameters used for both LSTM and MLP architectures. The 

parameters selected for the parameter space were determined 

according to similar studies in the literature. In this way, the 

parameters that will decrease the performance are avoided and 

time loss is prevented. In future studies, this parameter space 

can be expanded. Parameter adjustment directly affects 

accuracy performance. 
 

Table 5. The inter-subject correlation coefficients of EEG 

patterns 
 

Closed Eyes Dataset 
Delta Theta Alpha Beta Gamma 
0.230 0.445 0.427 0.458 0.540 

Opened Eyes Dataset 
Delta Theta Alpha Beta Gamma 
0.316 0.516 0.478 0.549 0.663 

Data with a lower inter-subject correlation coefficient will allow higher 

recognition in identification. 

 
(a) 7 Channels                                       (b) 14 Channels 
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(c) 32 Channels                                     (d) 48 Channels 

 

Figure 4. Electrode positions of high-importance channels on the scalp and 3D representation of their positions in different 

channel numbers according to the blindfolded dataset of the Binary RF Feature Selection algorithm 

Table 6. Hyperparameter space and selected parameters of the proposed Hybrid Attention-based LSTM-MLP classifier algorithm 

 
Binary Random Forest Feature Selection Algorithm 

Parameter Parameter Search Space Selected Parameter 

Estimators size 100, 200, 300, 400, 500, 600, 1000, 1200, 1400, 1600, 1800, 2000 200 

Max depth size 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, None 70 

Max feature auto, sqrt auto 

Bootstrap true, false true 

Long Short Term Memory Algorithm 

Parameter Parameter Search Space Selected Parameter 

Optimizer adam, adadelta, sgd, rmsprop adam 

Activation functions of hidden 

layers 
relu, tanh relu 

Dropout rate 0.1-0.5 0.3 

Training epoch 100, 200, 500, 1000, 1500, 2000 1500 

Learning rate 0.001, 0.01 0.001 

Batch size 32, 64, 128, 256 128 

Multi-Layer Perceptron Algorithm 

Parameter Parameter Search Space Selected Parameter 

Activation functions of hidden 

layers 
logistic, relu, tanh relu 

Hidden layer size 
40-40-40, 100-100-100, 150-150-150, 300-300-300, 350-350-350, 500-

500-500 
350, 350, 350 

Optimizer sgd, adam adam 

Alpha 0.001, 0.0001 0.0001 
Each algorithm needs certain parameters to work with the highest accuracy. In order to reach the optimum parameter, a parameter space consisting of the parameters 

used in the literature is created. The parameter values in the parameter space are tested and the appropriate parameter is selected for the highest accuracy. 
 

With the studies in the literature, it has been proven that the 

EEG signal can be used in biometric identification systems. 

This study proposes an algorithm based on the optimum 

channel hybrid Attention-based LSTM-MLP method by 

producing solutions to the deficiencies in the literature. The 

obtained results reveal that the designed system can be used 

for closed systems in real life. One of the most important 

parameters that determine the performance of the systems, not 

only in the proposed approach but in all studies, is the length 

of the EEG data used in the training and testing phase and the 

number of channels. This parameter directly affects the 

running time of the algorithm. In addition, the prices of EEG 

recorders vary depending on the number of channels. 

Therefore, the number of channels should be optimized to 

maintain the cost-accuracy balance. The binary RF-based 

approach was used to determine the number of channels and 

which channels to use. In this way, 48 channels from 64-

channel EEG data were used and the number of channels was 

optimized. 

In most studies in the literature, the lack of channel selection 

has been detected. It is shown how the optimized number of 

channels affects accuracy performance. Accordingly, both 

eyes-open and eyes-closed datasets achieved the highest 

accuracy rate in 48 channels with the highest importance 

determined by the binary RF feature selector. A more effective 

model has been proposed than the studies in the literature 

using 64 channels of the same dataset.  

In previous studies, together with random forest (RF), 

decision tree (DT), gradient boost classifier (GBC), multi-

layer perceptron (MLP), support vector machine (SVM), k-

nearest neighbors (kNN), LSTM algorithms, which are widely 

used in the literature, some hybrid algorithms we designed are 

also used for the analysis of LSTM-XGBoost, LSTM-kNN 

accuracy performance. Different algorithms have been a guide 

in determining the appropriate model. Algorithms working 

with high performance in time series data have proven 
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themselves. If the processing times are compared, the training 

times of deep learning-based studies are longer, but the 

accuracy values are quite high. 

The proposed hybrid attention-based LSTM-MLP method 

achieved the highest accuracy in both the eyes-closed and the 

eyes-open datasets. The eyes-open dataset's accuracy, 

precision, and recall values are 99.70%, 99.71%, and 99.70%, 

respectively. In this study, it is supported that the recordings 

with the eyes closed show higher performance. The main 

reason for this is that EEG signals are highly affected by 

environmental factors when the eyes are open. The test results 

also support this situation. The blindfolded dataset's accuracy, 

precision, and recall values are 99.96%, 99.94%, and 99.94%, 

respectively. It has been observed that using the entire 64-

channel dataset reduces the accuracy value. The performance 

of the binary random forest feature selection algorithm in this 

study has also been proven. The purpose of the tests performed 

according to the number of different channels is that the EEG 

recorders have different numbers of electrodes.  

In addition, in Table 7, the test results of the proposed 

hybrid attention-based LSTM-MLP algorithm with these 

components are shared to see each frequency subcomponent's 

effect on accuracy. These results show that the delta band has 

the highest accuracy. With this test result, it has been proven 

by both statistical results and test results that the appropriate 

frequency band was selected for the proposed DM-EEGID 

method. In addition, an example of the dataset used is shown 

in Figure 5. 

Comparative analysis against studies using the same dataset 

in the literature is shown in Table 8. The dataset recorded with 

a recorder with a sampling frequency of 160 Hz has been used 

in many types of research due to its public availability. It is not 

only used in identification algorithms. Some studies classify 

these motor movements because they have motor movements. 

However, using these studies in identification studies is 

meaningless. Because the purpose of this data collected from 

individuals is to be used in studies such as Brain-Computer 

Interface. Therefore, using such stimuli for a study such as 

two-factor authentication with a customized interface may 

make sense. This study does not support the use of data on 

motor movements in the literature. 

When the literature summary table shared in the Related 

Works section is examined, it is seen that machine learning-

based studies have lower accuracy values in classifying 

complex data such as EEG. Studies carried out after [22] have 

evolved into deep learning-based studies in order to overcome 

the inadequacy of machine learning. Because deep learning 

methods are more effective and perform better than classical 

shallow neural network methods. There are successful works, 

especially in feature extraction and selection in studies carried 

out using these shallow neural networks. Therefore, these 

studies can be updated with current deep learning algorithms. 

However, studies in the literature are based on either feature 

selection or the most appropriate model. Therefore, a hybrid 

deep-machine learning-based model supported by the binary 

random forest feature Selection algorithm was created to close 

this gap. This way, the literature deficiency was eliminated 

with the proposed DM-EEGID method. In addition, cost due 

to the optimized number of channels. Thus, a suitable 

classification algorithm for a biometric authentication scenario 

applicable to all problems has been developed. 

 

 
 

Figure 5. An example subset of the raw EEG dataset and 

EEG patterns 

 

Table 7. Comparison of the proposed approach (DM-

EEGID) with different EEG patterns of 48 channels 
 

Data Acc% Pre% Rec% 

Delta 99.96% 99.94% 99.94% 

Theta 98.07% 98.08% 98.07% 

Alpha 97.00% 97.01% 97.00% 

Beta 95.00% 95.01% 95.00% 

Gamma 96.81% 96.83% 96.81% 

All 90.47% 90.43% 90.44% 
Inter-subject correlation coefficient results showed that the delta pattern was 
the most appropriate frequency subcomponent. In addition, the results of the 

tests performed with each pattern also support this hypothesis. Acc%: 

Accuracy, Pre%: Precision, Rec%: Recall 

 

Table 8. Comparison of related works with the same dataset 

 

Ref. Ch. Pattern Objective 
Acc 

% 
Year 

[13] 64 γ 

Multiple related tasks are performed simultaneously. EEG signals recorded with left 

hand movement and eyes open tasks were classified using Two-layer Neural Networks 

algorithm by extracting the features such as mean and standard deviation. 

95.60 2017 

[14] 
4, 16, 

32, 64 
γ 

Identification was made with 1D Convolutional LSTM architecture using motor 

movements (fists and feet). 
99.58 2019 
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[19] 46, 64 α, β 

An identification system with fuzzy entropy and Power Spectral Density based features 

is designed using CNN with motor movements EEG records (fists and feet). In 

particular, the issue of stability of EEG biometrics was mentioned. 

99.94 2019 

[21] 56 All 

By performing network analysis on a set of EEG features, it combined 10 single-channel 

features (seven spectral and three non-linear) and 10 multi-channel features, creating a 

distance-based classifier for authentication. 

98.93 2018 

[28] 1 All 
The optimum classification result is investigated using only one channel EEG data. 

SVM and LDA algorithms were used as classifiers. 
82.58 2022 

[31] 14 All 

A low-cost CNN-based model was designed using resting-state EEG recordings. By 

keeping the number of channels very low, the desired optimum accuracy has been 

achieved. 

99.32 2022 

# 
7, 14, 32, 

48, 64 
δ 

Appropriate frequency band selection was determined by correlation analysis. 

Accuracy is increased with the random forest-based feature selector architecture. 

The hybrid classifier has also improved accuracy. 

99.96 - 

EEG Pattern: Symbols of 5 different frequency bands mentioned in the method section are used. The "All" label is used for the studies that use it without separating 

into the frequency bands. In some studies, channel selection has been applied, and in general, these studies achieve higher accuracy than studies using all channels. 
Ref. means references, and # means proposed method. Acc: Accuracy%. Ch: Number of channels. Ref: References. 

 

Table 9. Comparison of algorithms performance metrics of closed eyes dataset 

 

 

 

kNN MLP RF DT GBC LSTM SVM 
LSTM 

XGB 

LSTM 

kNN 

LSTM 

MLP 
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Acc% 92.64% 95.68% 86.84% 79.42% 69.33% 80.91% 76.22% 92.95% 96.75% 96.78% 

Pre% 92.80% 87.04% 87.04% 79.48% 70.73% 80.94% 76.70% 93.02% 96.79% 96.82% 

Rec% 92.61% 86.78% 86.80% 79.38% 69.13% 80.91% 76.35% 92.95% 96.75% 96.76% 

1
4

 

C
h

an
n

el
 

Acc% 99.08% 98.95% 95.44% 87.32% 79.57% 93.18% 80.60% 99.18% 99.69% 99.81% 

Pre% 99.09% 99.01% 95.49% 87.39% 80.32% 93.45% 80.20% 99.19% 99.69% 99.81% 

Rec% 99.09% 98.96% 95.44% 87.32% 79.57% 93.19% 80.60% 99.19% 99.69% 99.81% 

3
2

 

C
h

an
n

el
 

Acc% 99.55% 99.35% 97.86% 89.99% 85.96% 97.90% 86.76% 99.58% 99.76% 99.51% 

Pre% 99.56% 99.47% 97.87% 90.01% 86.47% 98.12% 87.31% 99.60% 99.76% 99.50% 

Rec% 99.55% 99.35% 97.86% 89.99% 85.96% 97.91% 86.76% 99.58% 99.76% 99.50% 

4
8
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n

el
 

Acc% 99.60% 99.50% 97.70% 90.18% 88.04% 98.58% 88.09% 99.67% 99.76% 99.96% 

Pre% 99.61% 99.51% 97.72% 90.21% 88.38% 98.64% 88.56% 99.76% 99.76% 99.94% 

Rec% 99.61% 99.50% 97.70% 90.18% 88.01% 98.56% 88.01% 99.62% 99.76% 99.94% 

6
4

 

C
h

an
n

el
 

Acc% 99.60% 99.35% 97.62% 89.82% 87.66% 98.43% 87.01% 99.78% 99.06% 99.78% 

Pre% 99.60% 99.35% 97.64% 89.85% 88.15% 98.45% 87.48% 99.79% 99.09% 99.79% 

Rec% 99.60% 99.35% 97.62% 89.82% 87.66% 98.43% 87.01% 99.78% 99.06% 99.79% 

 

Table 10. Comparison of algorithms performance metrics of opened eyes dataset 

 

  kNN MLP RF DT GBC LSTM SVM 
LSTM 

XGB 

LSTM 

kNN 

LSTM 

MLP 

7
 

C
h

an
n

el
 

Acc% 95.88% 92.75% 92.75% 87.38% 80.69% 88.50% 76.70% 97.30% 96.80% 97.30% 

Pre% 95.99% 92.93% 92.93% 87.59% 81.26% 88.53% 77.41% 97.33% 96.93% 97.35% 

Rec% 95.88% 92.75% 92.75% 87.38% 80.69% 88.50% 76.70% 97.30% 96.80% 97.31% 

1
4

 

C
h

an
n

el
 

Acc% 99.31% 93.09% 97.31% 90.94% 91.63% 97.70% 80.70% 98.90% 99.10% 99.30% 

Pre% 99.32% 93.16% 97.35% 90.99% 91.78% 97.73% 80.76% 98.92% 99.11% 99.31% 

Rec% 99.31% 93.10% 97.31% 90.94% 91.63% 97.71% 80.70% 98.90% 99.10% 99.31% 

3
2

 

C
h

an
n

el
 

Acc% 99.43% 97.30% 97.81% 91.06% 95.93% 98.70% 92.70% 99.40% 99.20% 99.30% 

Pre% 99.44% 97.35% 97.83% 91.09% 96.02% 98.72% 92.75% 99.42% 99.21% 99.31% 

Rec% 99.44% 97.31% 97.81% 91.06% 95.94% 98.70% 92.70% 99.40% 99.20% 99.30% 

4
8

 

C
h

an
n

el
 

Acc% 99.56% 98.68% 98.68% 92.25% 96.88% 98.90% 95.20% 99.50% 99.60% 99.70% 

Pre% 99.57% 98.69% 98.69% 92.34% 96.95% 98.93% 95.31% 99.51% 99.60% 99.71% 

Rec% 99.56% 98.68% 98.69% 92.25% 96.88% 98.90% 95.20% 99.50% 99.60% 99.70% 

6
4

 

C
h

an
n

el
 

Acc% 99.50% 99.10% 97.68% 90.87% 96.69% 98.00% 95.00% 98.80% 99.50% 99.50% 

Pre% 99.50% 99.14% 97.75% 91.04% 96.74% 98.04% 95.20% 98.83% 99.51% 99.51% 

Rec% 99.50% 99.10% 97.69% 90.88% 96.69% 98.01% 95.00% 98.80% 99.50% 99.50% 

In the studies in the literature, datasets recorded with both eyes open and eyes closed are used. Different algorithms have been proposed in the literature. Test results 

were collected to see both the two datasets and the results of different algorithms. 
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5. CONCLUSIONS 

 

In this article, a biometric person identification approach 

called DM-EEGID is proposed. In addition, it aims to design 

a high-performance person identification algorithm that can be 

used for closed systems by using the optimum number of 

channels and the hybrid deep learning and machine learning 

algorithm. There is no common view on which EEG pattern 

should be used in the studies in the literature. In this study, the 

delta pattern has been proven to be the most appropriate 

pattern by analyzing the correlation analysis results and by 

conducting individual tests with each pattern. The proposed 

DM-EEGID approach consists of four basic steps. First, 

appropriate channels were determined using the binary 

Random Forest-based feature selector to select suitable 

channels after signal collection and preprocessing. The highest 

accuracy performance was obtained in tests using 48 channels. 

Then, the hybrid LSTM-MLP method is fed with these data 

and the people are identified. EEG-based methods are very 

reliable because the EEG data obtained in attack environments 

differs from the data obtained in the resting state. However, 

EEG signals are more complex than other biometric data. 

However, the stability of EEG signals is quite low. In order to 

prevent this, an Attention-based block is placed in the LSTM 

architecture. The proposed approach was tested using two 

different datasets. In these datasets, both eyes open and eyes 

closed resting state recordings were used. In the studies in the 

literature, no approach tries both situations. This way, two 

different datasets were used to solve this dilemma. The 

accuracy of the proposed DM-EEGID model is 99.70% in data 

with eyes open and 99.96% accuracy in data with eyes closed. 

These accuracy values prove the usability of the proposed 

approach. 

The proposed DM-EEGID model is open to development. 

Different suggestions can be offered for future studies. First of 

all, more comprehensive tests can be performed on different 

datasets. EEG-based systems are a new approach. While 

recording EEG signals with EEG recorders, the recording 

environment poses a significant problem. EEG signals can be 

easily affected by any stimulus in conscious subjects. 

Therefore, EEG signals should be recorded in wider scenarios. 

In addition, aging poses significant problems for stored EEG 

data. Generally, the amplitude of the EEG signal decreases 

inversely with age. Therefore, changes in EEG data due to 

aging should be analyzed. Generally, the amplitude of EEG 

signals decreases with age. In future studies of the DM-EEGID 

model, the data stored in the system should be updated at 

certain intervals depending on age. However, EEG data can be 

used as an alternative for hybrid biometrics systems. Also, in 

future studies, researchers can work on parameter optimization. 
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