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Regarding the classification of 3D point clouds, existing Graph Convolution Networks 

(GCN) often fail to effectively learn the correlation of visual features of different scales 

under the condition of multi-view (multi-domain), thus the features learnt by models are not 

as varied and the classification accuracy is usually limited. In view of these defects, this 

paper proposed a Multi-View Deep Visual Adaptive Graph Convolution Network 

(MVDVAGCN) which integrates the theory of visual selective attention with the graph 

convolution calculation method and inherits the advantages of the idea of rasterization. In 

the paper, the deep learning technology, the idea of multi-view, and the VAGCN were 

combined to establish three GCN models which were then applied to the classification of 

3D point clouds and attained good results. Then the parameters set for the proposed 

algorithm were verified based on the ModelNet40 dataset, the recognition performance and 

geometrical invariance of the proposed algorithm and a few reference algorithms including 

VoxNeT, PointNet, PointNet++, DGCNN, KPConv3D-GCN, Dynamic Graph CNN, and 

3D_RFGCN, were tested, and the results proved the feasibility, recognition performance, 

and geometrical invariance of the proposed algorithm. 
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1. INTRODUCTION

The development of RGBD and LIDAR sensing 

technologies makes the data acquisition of 3D point clouds 

more accurate, the accurate 3D point cloud database has made 

the 3D point cloud processing algorithm a hot spot of current 

research, and good results have been attained in fields such as 

augmented reality, UAV, and autopilot [1-3]. 

3D point cloud data are unstructured, unordered, and denser 

in closer positions and sparse in farther positions. The spatial 

topological structure of 2D data raster enables the 

conventional structure-related convolution technology to 

better learn the features of 2D spatial data; however, the data 

of 3D point clouds do not have obvious topological structure 

information and they are unstructured, therefore, the 

conventional structured convolution technology doesn’t have 

the ability to learn the features of 3D point clouds directly, so 

solve this problem, researchers adopted the method of point 

cloud data rasterization and the direct point cloud data 

processing algorithm to realize the learning of point cloud 

features, wherein the graph convolution algorithm is an 

important approach for this research.  

Rasterization methods include orthogonal rasterization and 

polarized rasterization, wherein orthogonal rasterization 

determines the spatial topological relationship inherent in the 

data through artificial orthogonal rasterization which 

rasterizes the unstructured point cloud data into structured data 

with fixed neighborhood relationship, in this way, the 

conventional structured convolution technology is improved 

and its application has been expanded. The voxel filtering 

method [4-6] is one representative orthogonal rasterization 

method which has sound mathematical foundations, theories, 

and methodologies, it can realize the rasterization of spatial 

point clouds, and directly apply the conventional structure-

related convolution technology to the raster data and learn the 

structural features of point cloud data.  

Polarized rasterization [7-9] (namely the multi-view 

method) centers on 3D subjects and rasterizes them from 

multiple polarization directions (views) with a fixed view 

distance as the radius and then forms a 2D data view sequence, 

in this way, it rasterizes the unstructured 3D point cloud data 

and reduces the dimensionality into a 2D polarized direction 

image sequence, then the conventional structure-related 

convolution technology can be applied directly to the image 

sequence to learn the point cloud features, since the 

mathematical foundations, theories, and methodologies of 

polarized rasterization are complete, so its application is 

simple and easy.   

These two kinds of rasterization methods could be realized 

by different mathematical processing methods and they have 

good theoretical and research values in some application 

fields, however, they have a few common defects as well: (1) 

The precision of rasterization is determined manually rather 

than set self-adaptively according to the features of the dataset, 

some rasterized point cloud data have division ambiguity and 

information loss problems, which can lead to deficiencies in 

the completeness and purity of point cloud features; (2) The 

complex spatial topological relationship generated by the 
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precision of manual rasterization increases the spatial 

complexity of the algorithm and slows down the performance 

of the algorithm. Polarized rasterization realizes spatial 

dimension reduction, and the original spatial topological 

structure information is lost, so it can not effectively re-

construct the scenes or realize scene segmentation. Although 

some improvements have been made to the algorithm [10, 11] 

later, still the essential problem with manual rasterization 

hasn’t been solved yet. 

The idea of manual rasterization destroys the original spatial 

structure of point cloud and changes the spatial topological 

relationship and the topological selectivity of point cloud data. 

Topological selectivity means that the polarization direction of 

cloud data distribution is selectable and the probability of 

polarization distribution is determined, and it can be measured 

qualitatively and adaptively by clustering. Inspired by the 

theory of visual selective attention, the spatial topological 

relationship and topological selectivity of point cloud data are 

defined as the visual topological selectivity of point cloud 

data, the definition and expression can be realized by applying 

the theory of receptive field. The features can be perfectly 

expressed under the condition of sufficient sampling, and these 

features are geometrically invariant. 

Then on this basis, the direct point cloud processing method 

has been proposed, which has changed the problems with 

rasterization processing. This method mainly contains the 

definition of graph convolution algorithm and its realization 

on 3D point cloud data, wherein the two most important deep 

learning methods are PointNet [12], PointNet++ [13], and the 

subsequent improved algorithms of the model [14-16]. 

The PointNet algorithm [12], which has integrated the T-net 

algorithm, the point-by-point Multi-Layer Perception (MLP) 

algorithm, and the channel-by-channel max pooling method, 

can learn the global features of 3D point cloud data and solve 

the disorder problem with data, but the algorithm itself has the 

shortcoming of inablity to learn the local features of point 

clouds. To solve this shortcoming, the PointNet++ algorithm 

[13] adopted two processing methods, Multi-Scale Grouping 

(MSG) and Multi-Resolution Grouping (MRG) to realize data 

sampling under the condition of different scales and 

resolutions, moreover, the PointNet algorithm was applied to 

the cloud of sampling points to extract all features of sampling 

point cloud, namely the local features of the original 3D point 

cloud, and this has solved the problem of PointNet algorithm 

in ignoring local features. Since then, improvements have been 

made to the algorithm in terms of global features, local 

features and feature invariance to enhance its application 

capability.  

However, the above algorithm has ignored the spatial 

topological structure of 3D point cloud data, and this structure 

has obvious graph structure, so the representation of point 

cloud data based on graph structure and its 3D graph 

convolution analysis algorithms have become a new research 

direction for 3D point cloud [17-20], and some progresses 

have been made in terms of research and application. Inspired 

by the PointNet++ algorithm, this method learns the local 

spatial features (namely the global features of sample set) of 

the original data of point cloud. The DGCNN algorithm [21] 

can form sub point sets by identifying the nearest neighbor of 

3D points in the feature space and then extract features through 

edge convolution operations to construct the local graph 

structure. Shen et al. [22] expanded the idea mentioned above 

and further learnt the spatial topological information during 

the process of feature clustering. The RS-CNN [23] (Relation-

shape CNN) used weighted sum of neighbor node features, 

wherein each weight was learnt by MLP based on the 

geometric relationship between two points. These works are 

all attempts to learn the local topological features of 3D point 

cloud. The 3D-GCN [24] adopted a deformable 3D kernel to 

learn the information of 3D point cloud, it processed different-

scale information based on the max pooling method to solve 

the unordered and unstructured data of point cloud, and the 

idea of universal model was proposed.  

Although the above mentioned methods have attained good 

theoretical and practical research results in terms of graph 

representation and graph convolution, still there are a few 

problems: (1) There isn’t a universal 3D graph convolution 

method proposed with the theory of selective attention for 

primate and the graph convolution technology taken into 

consideration; (2) There isn’t a universal 3D graph 

convolution algorithm that inherits the merits of polarized 

rasterization and can realize self-adaptation according to the 

distribution features of point cloud data; (3) There isn’t an 

optimized universal and self-adaptive 3D graph convolution 

algorithm that combines the visual hierarchical and serial 

processing method with deep learning to realize the deep-level 

abstract learning of visual information; (4) The existing 

methods haven’t combined with the correlation of different-

scale visual under the condition of multi-view (multi-domain), 

thus the model learning features are not as varied and the 

classification accuracy is usually limited. In view of these, this 

paper proposed the said multi-view VAGCN, inspired by the 

theory of selective attention of primate, our method effectively 

integrates the theory of selective attention, the graph 

convolution technology, the polarized rasterization method, 

the deep learning technology, the visual hierarchical serial 

processing method, and the correlation analysis of different 

visual features of multiple views, our paper realized a multi-

view deep-level visual selective attention feature learning 

algorithm and applied it to the classification of 3D point cloud 

data.  

Innovations of this paper include: 

(1) This paper proposed the VAGCN algorithm (VAGCN is 

the abbreviation of Visual Adaptive Graph Convolution 

Network) that can effectively and adaptively learn the global 

and local features of 3D point cloud. 

(2) This paper integrated the deep learning theory with the 

VAGCN algorithm to propose the DVAGCN algorithm 

(DVAGCN is the abbreviation of Deep VAGCN) which can 

learn the deep-level abstract features of 3D point cloud at 

different depths and scales and form complete and deeply 

integrated features.  

(3) To ensure the completeness and purity of the deeply 

integrated 3D point cloud features, based on DVAGNN, this 

paper proposed the MVDVAGCN (MVDVAGCN is the 

abbreviation of Multi-View Deep VAGCN) which can learn 

the visual features of multi-view 3D point cloud and their 

correlation to form the optimal view and realize optimal 

recognition performance.  

(4) Definition of models related to the algorithm. Inspired 

by the link processing method of visual information of the 

primate, this paper took the VAGCN as the core to propose a 

single link recognition model and two double link recognition 

models on this basis, then, experiments were carried out to 

verify the feasibility of the three models and the consistency 

of their recognition performance.    

(5) Innovation in the experiment. On the ModelNet40 

dataset, the algorithm parameters were set in the experiment 
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and the correctness and feasibility of the algorithm were 

verified based on optimal parameters. During the experiment, 

the proposed algorithm was compared with conventional 

algorithms, its advantages in recognition performance and 

geometrical invariability were proved. 
 

 

2. THE COMPUTATIONAL THEORY OF MULTI-

VIEW AND ITS APPLICATION IN THE LEARNING 

OF SPATIAL FEATURES OF 3D POINT CLOUD 

 

The visual attention of primate has the selective feature, in 

the visual space of primate, the visual selectivity indicates that 

the function of visual cells has the feature of “similar receptive 

fields distribute nearer and different receptive fields distribute 

farther”, visual nerve cells realize their visual function through 

the receptive fields, so receptive fields with similar functions 

have a nearer spatial distribution, while receptive fields with 

different functions have a farther distribution. Receptive fields 

directly characterize the visual features of subject and their 

distribution law, that is, the visual features of subjects are 

learnt and expressed via the receptive fields of visual nerve 

cells. Visual selectivity exhibits a pattern that visual features 

with similar functions are distributed in the close visual field 

and the visual features with different functions are distributed 

in the remote visual field. 

Thus, in case that the point of sight p is determined, the 

distance of sight R determines the attributes of receptive fields 

within the visual space and the quantity and quality of visual 

features that can be learned, so there is an optimal or sub-

optimal sight distance R that makes the visual features of 

receptive fields similar within the visual field with p as the 

center, it can be considered as visual functional group which 

can be represented by a family of functions. The definition of 

visual space is: 

 

𝛤(𝑅, 𝑃𝑖) = 𝑀𝑃(𝑅) = 𝑀𝑖
𝑗
(𝑅) = {𝑃𝑗  | ||𝑃𝑗 − 𝑃𝑖|| ≤

𝑅, 𝑖, 𝑗 = 1,2,3, . . . }  
(1) 

 

Γ(𝑅, 𝑃)represents the area of visual space with p as the point 

of sight and R as the radius of sight distance, within this area, 

visual nerve cells have similar receptive fields; this area is a 

super-sphere; and Γ(𝑅, 𝑃) is an infinite collection. In 3D point 

cloud applications, the number of elements in the collection is 

experimentally determined based on the characteristics of 

dataset, the degree of sampling, and the method of spatial 

rasterization. 

Inspired by the theory of selective attention of primate, in 

space Γ(𝑅, 𝑃), receptive fields in the visual space are consisted 

of the local features and global features of receptive field cells 

in the space, so the receptive field of 3D space is defined as: 

 

𝑠𝑝𝑎𝑡𝑖𝑎𝑙_𝑅𝐹𝑝𝑖

𝑗𝑘(𝑅) = (𝑥, 𝑦, 𝑧, 𝛼, 𝛽, 𝛾, 𝜌, 𝜏,△, 𝜑, 𝑤𝑖
𝑗𝑘

)  (2) 

 

In a visual space, coordinates of sight point 𝑝𝑖  describe the 

local features of visual information; the spatial distribution 

parameters 𝛼, 𝛽, 𝛾, 𝜌 describe the global visual features under 

this condition, wherein 𝛼, 𝛽, 𝛾  represent the angles between 

vector 𝑃𝑖𝑃𝑗⃗⃗ ⃗⃗ ⃗⃗   and axes 𝑥, 𝑦, 𝑧 (the feature distribution directions); 

𝜌 represents the distance from the origin in polar coordinates 

(the feature distribution position); parameter △ represents the 

degree of changes of point set in directions (𝛼, 𝛽, 𝛾) within the 

area when the distance from pole 𝜌 changes (the change rate 

of the number of receptive field cells in the area), therefore, 

the spatial receptive field 𝑠𝑝𝑎𝑡𝑖𝑎𝑙_𝑅𝐹 is a fusion of local and 

global features, and this function can better learn and express 

the visual information of point set; function φ represents the 

degree of polarized rasterization in the visual space, in any 

direction, the number of polarized raster is 𝑁𝑢𝑚 = 360/𝜑, 

𝑤𝑖
𝑗𝑘

represents the number of receptive fields in the area, and 

it’s called the exuberance degree of receptive field. 

 

𝑤𝑖
𝑗𝑘

=△ 𝜌 =△ √𝑟 =△

√(𝑥𝑗 − 𝑥𝑖)
2 + (𝑦𝑗 − 𝑦𝑖)

2 + (𝑧𝑗 − 𝑧𝑖)
2 ≤ 𝑅  

(3) 

 

Inspired by the theory of selective attention, there is 

lim‖𝑃𝑖𝑃𝑗⃗⃗ ⃗⃗ ⃗⃗  ‖/𝑅 = 0 , that is, the visual nerve cells in space 

Γ(𝑅, 𝑃) have the same receptive field, and the receptive field 

space formed by clustering is very small. 

Therefore, according to above definition, the universal 

receptive field space of point cloud is illustrated in Figure 1. 

 

  
 

a) Local description of point cloud receptive field 

 

  
 

b) Global description of adaptive point cloud receptive field 

based on clustering 

 

 
 

c) Global description of adaptive point cloud receptive field 

when the cluster radius is 1 
 

Figure 1. Spatial receptive fields based on 3D point cloud 
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3. ALGORITHMS AND MODEL DESIGN 
 

Algorithm design in this paper includes three parts: the 

VAGCN, the DVAGCN, and the MVDVAGCN. Details are 

given below. 
 

3.1 VAGCN (Visual Adaptive Graph Convolution 

Network) 
 

Inspired by the theory of selective attention in high-

dimensional space, the visual selectivity of high-dimensional 

space was combined with the graph convolution algorithm to 

propose the VAGCN; inspired by the method of polarized 

rasterization, in area 𝛤(𝑅, 𝑃) , according to the features of 

point cloud data themselves, the clustering method was 

adopted to determine the degree of polarized rasterization of 

area 𝛤(𝑅, 𝑃) to realize the VAGCN algorithm, pseudo codes 

of VAGCN are given in Table 1. 

 

Table 1. Pseudo codes of VAGCN algorithm 

 
Input: point cloud data; hyper-parameter R; observation point P 

Produce: 

S1: Partition of space neighborhood. With point p as the center and hyper-parameter R as radius, a hyper-sphere spatial neighbor 𝑀𝑖
𝑗
(𝑅) is 

formed. 

S2 Adaptive polarization of rasterization. In the hyper-sphere spatial neighbor 𝑀𝑖
𝑗
(𝑅), the clustering algorithm is executed to determine the 

degree of polarized rasterization and realize the rasterization of hyper-sphere spatial neighbor 𝑀𝑖
𝑗
(𝑅). 

S3: Feature extraction of adjacent nodes. The MLP method is adopted to extract information about the topological correlation between point 

𝑝𝑖 and its adjacent node 𝑝𝑗.𝑤𝑖
𝑗𝑘

= ℎ(𝑥𝑖 , 𝑦𝑖
𝑗𝑘

) = 𝑀𝐿𝑃(𝑥𝑖 , 𝑦𝑖
𝑗𝑘

). 

S4: Feature convergence and update: use formula 𝑋𝑖̅ = ∑ 𝜑(𝑤𝑖
𝑗𝑘

)
𝑗𝑘∈𝑀𝑖

𝑗𝑘 = ∑ 𝑀𝐿𝑃(𝑤𝑖
𝑗𝑘

)
𝑗𝑘∈𝑀𝑖

𝑗𝑘  to converge and update the features of node 

𝑝𝑖. 

Output: Graph convolution result of point p in neighbor 𝑀𝑖
𝑗
(𝑅). 

 

 
 

Figure 2. Model modules based on VAGCN 

 

According to the VAGCN algorithm, several modules were 

built, as shown in Figure 2. 

According to above algorithm, the VAGCN algorithm can 

be visualized as shown in Figure 3. 

 

  

a) Visual field selection (𝑀𝑖
𝑗
(𝑟)) 

 

b) Adjacent node feature extraction (𝑤𝑖
𝑗𝑘

= ℎ(𝑥𝑖 , 𝑦𝑖
𝑗𝑘

) =

𝑀𝐿𝑃(𝑥𝑖 , 𝑦𝑖
𝑗𝑘

)) 

 
 

c) Overall visual feature extraction of adjacent nodes 

 

 
 

d)Visual information convergence 𝑋𝑖̅ = ∑ 𝜑(𝑤𝑖
𝑗𝑘

)
𝑗𝑘∈𝑀

𝑖
𝑗𝑘 =

∑ 𝑀𝐿𝑃(𝑤𝑖
𝑗𝑘

)
𝑗𝑘∈𝑀

𝑖
𝑗𝑘  

 

Figure 3. Visualized description of VAGCN algorithm 
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3.2 DVAGCN (Deep Visual Adaptive Graph Convolution 

Network) 

 

The visual information processing of primate is a process of 

hierarchical and serial processing, the high-level abstraction of 

visual features is achieved from bottom up, low-level visual 

features are processed at bottom, and high-level visual features 

are abstracted and learnt gradually in serial links. This 

processing theory is the basis of neurophysiology in deep 

learning [25-27], and the theories and techniques of deep 

learning are concrete realization of this method. Therefore, 

this paper combined VAGCN with deep learning to extract 

abstract visual features of different depths and form complex 

visual features, so as to improve the abilities of extracting and 

expressing the visual features. Pseudo codes of the DVAGCN 

algorithm are given in Table 2.  

The 3D point cloud classification model based on 

DVAGCN algorithm is shown in Figure 4. 

 
Table 2. Pseudo codes of the DVAGCN algorithm 

 
Input: point cloud data; hyper-parameter R; observation point P; network depth parameter L. 

Produce: 

S1: Initialize the network depth control parameter NumL, NumL=1; 

S2: Execute algorithm 𝐷𝑉𝐴𝐺𝐶𝑁𝑁𝑢𝑚𝐿+1 = 𝑉𝐴𝐺𝐶𝑁𝑁𝑢𝑚𝐿(𝑃𝐶𝐷, 𝑅, 𝑃) and operation 𝑁𝑢𝑚𝐿 = 𝑁𝑢𝑚𝐿 + 1. 

S3: When network depth control parameter 𝑁𝑢𝑚𝐿 ≤ 𝑁𝑒𝑡𝑤𝑜𝑟𝑘 𝑑𝑒𝑝𝑡ℎ 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝐿 , algorithm jumps to S2, otherwise the DVAGCN 

algorithm terminates. 

Output: visual features of different depths and their fused features. 

 

 
 

Figure 4. The 3D point cloud classification model based on DVAGCN algorithm (Model 1) 

 
3.3 MVDVAGCN (Multi-View Deep Visual Adaptive 

Graph Convolution Network) 

 

Due to the influence of super-parameter R, the DVAGCN 

algorithm has following limitations: (1) If the value of 

parameter R is too small, visual field 𝑀𝑖
𝑗
(𝑅) will be limited, 

which can result in loss of key points, so the completeness of 

the visual features of set 𝑀𝑖
𝑗
(𝑅) is deficient; (2) If the value of 

parameter R is too large, since there are too many visual nerve 

cells with different functions in visual field 𝑀𝑖
𝑗
(𝑅), the purity 

of the visual features of set 𝑀𝑖
𝑗
(𝑅) is deficient; therefore, there 

is an optimal or sub-optimal area problem; in terms of feature 

extraction, it exhibits as the adaptive feature extraction in 

multiple consecutive visual fields to attain optimal or sub-

optimal global or local spatial features, so as to optimize the 

selection and extraction of features and solve the shortcomings 

of the VGCN algorithm. Pseudo codes of the MDDVAGCN 

algorithm are given in Table 3.  

The processing flow of the MVDVAGCN algorithm is 

described in Figure 5.  

 

Table 3. Pseudo codes of the MDDVAGCN algorithm 

 
Input: point cloud data; hyper-parameter set R; observation point P (set P is the triplet of continuous natural number); Network depth parameter 

L 

Produce: 

S1: Algorithm initialization: 𝑁𝑢𝑚𝑃 =∥ 𝑅 ∥, count of visual fields 𝑖 = 1. 

S2: Start GPU and learn the visual features of different visual fields 𝑅𝑖 ∈ 𝑅 in parallel; 

𝐹𝑀𝑉𝐷𝑉𝐴𝐺𝐶𝑁(𝑖) = 𝑀𝑉𝐷𝑉𝐴𝐺𝐶𝑁(𝑃𝐶𝐷, 𝑅𝑖 , 𝑃) 

S3: Multi-view feature fusion 𝐻(𝐷𝑉𝐴𝐹𝑀𝑉𝐷𝑉𝐴𝐺𝐶𝑁(𝑖)𝐺𝐶𝑁(𝑖)), wherein 𝐻(∙) is the feature fusion function. 

Output: visual features of different depths and their fusion features. 

 

 
a) 3D point set 𝑀𝑖(𝑟) 
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b) Generation of field 𝑀𝑖(𝑟1)  c) Feature generation of field 𝑟1 d) Feature convergence of field 𝑟1 

   

e) Generation of field 𝑀𝑖(𝑟2) f) Feature generation of field 𝑟2 g) Feature convergence of field 𝑟2 

   
h) Generation of field 𝑀𝑖(𝑟3) i) Feature generation of field 𝑟3 j) Feature convergence of field 𝑟3 

 

Figure 5. Processing flow of the MVDVAGCN algorithm 

 

3.4 Two models based on MVDVAGCN algorithm 

 

Because the feature fusion function may be in different 

model positions, so two different models can be developed for 

a same algorithm, the model is given in Figure 6 and Figure 7.  

(1) Fusion model before the classification of different-scale 

visual features. 

 

 

 
 

Figure 6. Classification model of feature fusion based on MVDVAGCN (Model 2) 

 

 
 

Figure 7. Classification model of recognition result fusion based on MVDVAGCN (Model 3) 
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In Figure 6, Function 𝐻(○) is used to fuse the local and 

global spatial correlation features of 3D point cloud in multiple 

visual fields, in experiment, it can be realized by MLP or other 

algorithms such as the Max Pool. 

 

𝐻(○) = 𝑀𝐿𝑃(MVDVAGCN(R𝑖))𝑜𝑟  

𝑀𝑎𝑥𝑃𝑜𝑜𝑙(𝑀𝑉𝐷𝑉𝐴𝐺𝐶𝑁(𝑅𝑖)) 
(4) 

 

(2) Fusion model after classification of different-scale 

visual features. 

In Figure 7, Function 𝐻(○) is used to calculate the local and 

global spatial correlation features of 3D point cloud at 

different sight distances. In experiment, it can be realized by 

MLP or Max Pool or other algorithms.  

 

𝐻(○) = 𝑀𝐿𝑃(class(R𝑖)) 

𝑜𝑟 𝑀𝑎𝑥𝑃𝑜𝑜𝑙(𝑐𝑙𝑎𝑠𝑠(𝑅𝑖)) 
(5) 

 

Here, the Max Pool algorithm had learnt the global 

maximum of different visual field features, it is a global 

feature, while the content of feature details had been ignored, 

and the time complexity was low. The MLP algorithm had 

learnt the fusion features of different visual field features, 

which include the correlation of different-type features, 

therefore, the features were more representative, but the time 

complexity of feature fusion was high. 

 

 

4. EXPERIMENTAL VERIFICATION 

 

4.1 Dataset 

 

On dataset ModelNet40 [5], the classification performance 

of the proposed models were tested, this dataset contains 

categories of shapes that haven’t been spotted before 

prediction. 12311 raster CAD models of 40 categories are 

included in the dataset. In this study, 9843 raster CAD models 

were selected for the training of classification models, and the 

rest 2468 raster CAD models were used for the tests of 

classification models. The experiment drew on the settings of 

the experiment of Qi et al. [12, 13], 1024 points were 

uniformly sampled from each model raster surface to form an 

input point cloud dataset, and the coordinates of sampling 

points (𝑥, 𝑦, 𝑧) were adopted. In the training process, the input 

point cloud data were increased through geometrical 

invariance. 

 

4.2 Model structure and parameter setting 

 

Models applied to 3D point cloud classification in this study 

include Model 1, Model 2, and Model 3. Model 1 is the basis 

of the other two models, Models 2 and 3 are the extended 

expressions of Model 1 in different visual fields. Therefore, 

the setting of main parameters is mainly about Model 1. In our 

experiment, the depth of model structure was 4 layers, and 

parameters of each layer were set as (64, 64, 128, 256). 

Breadth (namely the multi-view) of the model was 3 columns, 

which means that the model performs visual feature learning 

in three consecutive visual fields. Experimental results show 

that, the breath set 𝑅 = {𝑅1, 𝑅2, 𝑅3}  is a set of continuous 

natural numbers, wherein 𝑅𝑖1 ∈ [20,40]. The models adopted 

the method of shortcut connections to realize multi-scale 

visual feature extraction under different depths, and used the 

MLP of shared weight to converge multi-depth features to 

attain a 256-dimensional feature set with depth completeness. 

The Max/Sum pool algorithm was used to learn the optimal 

features of 3D point cloud, and two FCs were used to realize 

the formation of 512 and 256 dimensional features. Moreover, 

Dropout=0.5 was also adopted for feature elimination, and the 

model adopted LeakReLu and Batch Normalization for 

training; the model training parameters were set as: SDG=0.1, 

learning rate=0.001, batch normalization momentum was 0.9, 

and data batch size was 32. 

 

4.3 Classification performance of proposed models 

 

Based on the dataset defined in Section 4.2 and preset model 

parameters, the relationship between the classification 

performance of three proposed models and the hyper-

parameter R was studied experimentally, and the results are 

shown in Figure 8.  

 

 
 

Figure 8. Relationship between hyper-parameter R and 

model recognition rate 

 

Experimental results show that within the natural number 

range of hyper-parameter 𝑅 ∈ [10, 50] , as the R value of 

visual fields increased, the recognition performance of the 

three models increased first and then decreased slowly. When 

𝑅 = 𝑅𝑚𝑎𝑥 = 30 , the recognition performance of the three 

models reached their maximum values (94.63, 96.37, 94.88), 

and the rank of recognition rates was 𝜂𝑀𝑜𝑑𝑒𝑙1 ≤ 𝜂𝑀𝑜𝑑𝑒𝑙3 ≤
𝜂𝑀𝑜𝑑𝑒𝑙2 . The experimental results have verified that the 

proposed algorithms are feasible and have good classification 

performance. 

Cause of such changes is: within the definition range of the 

R value of visual fields, with the increase of R, the number of 

3D point clouds in 𝑀𝑖
𝑗
(𝑅) increased, the visual features learnt 

by models gradually become more complete, and the 

recognition performance of models showed an increasing 

trend; when 𝑅 = 𝑅𝑚𝑎𝑥 = 30 , the visual features learnt by 

models were complete, and the recognition performance of 

models reached the maximum; when 𝑅 ≥ 𝑅𝑚𝑎𝑥, the number 

of 3D point clouds in 𝑀𝑖
𝑗
(𝑅)  increased gradually, but the 

number of 3D point clouds that are not in this category of 

receptive fields increased as well, although the visual features 

learnt by models were complete, their purity was deficient, 

therefore the recognition performance of the models declined 

a little bit.  

Therefore, the optimal interval of visual field R of proposed 

models is 𝑅 ∈ [20,40], and the classification performance of 

the algorithm in this interval is listed in Table 4.  

37



Table 4. Relationship between the optimal classification performance of models and the value of hyper-parameter R 

 

R 

Model 
20 25 30 35 40 

Model1 79.80 87.62 94.63 92.36 92.23 

Model2 81.31 88.85 96.37 95.27 94.66 

Model3 80.32 87.31 94.88 93.51 93.12 

Relationship between the adaptive polarized rasterization 

parameter 𝜑  and the recognition performance of proposed 

algorithms is: 

According to the relationship between hyper-parameter R 

and model recognition rate, it’s selected that R=30, then based 

on the calculation results of adaptive polarized rasterization 

parameter in the experimental process, the relationship 

between adaptive polarized rasterization parameter 𝜑 and the 

classification performance of proposed algorithm models was 

plotted, as shown in Figure 9.  

Performance comparison between different algorithms: 

 

 
 

Figure 9. Relationship between adaptive polarized 

rasterization parameter 𝜑 and the recognition performance of 

proposed algorithms 

 

Experimental results show that the relationship between the 

adaptive polarized rasterization parameter and the recognition 

rate of proposed algorithms exhibits a trend that the algorithm 

performance increased first and decreased slowly later as the 

polarized rasterization parameter grew. When 𝜑 = 𝜑𝑚𝑎𝑥 =
128, the algorithm recognition rate reached the maximum 𝜂 =
96.36, the reason is that with the increase of the degree of 

rasterization, the partitioning of 𝑀𝑖
𝑗
(𝑅) was more consistent 

with visual selective attention, and the point cloud data 

contained in 𝑀𝑖
𝑗
(𝑅) had better completeness and purity; when 

𝜑 = 𝜑𝑚𝑎𝑥 = 128 , point cloud data in 𝑀𝑖
𝑗
(𝑅)  reached the 

optimal effect of visual selective attention, those point clouds 

contained in it had the best completeness and purity, and the 

model reached the highest classification performance; when 

𝜑 > 𝜑𝑚𝑎𝑥 , the completeness of point clouds in 𝑀𝑖
𝑗
(𝑅) was 

deficient, and the recognition performance of the algorithms 

declined slightly. 

Above experimental results show that when hyper-

parameter 𝑅 ∈ [20,40]  and polarized rasterization 

parameter  𝜑 ∈ {128 256 512 1024} , in the beginning, the 

recognition rate of models was within the optimal range and 

could meet the requirements of actual applications.  

4.4 Advantages of proposed algorithms 

 

On the experimental dataset, in case of a hyper-parameter 

R=30 and a polarized rasterization parameter 𝜑 = 128, the 

classification performance of proposed models was compared 

with a few conventional algorithms, and the results are given 

in Table 5. 

 

Table 5. Algorithm performance comparison 

 

Name of Algorithms 
Mean Class 

Accuracy 

Overall 

Accuracy 

3D SHAPENETs [5] 77.31 84.77 

VoxNeT [28] 83.03 85.92 

VRN (SINGLE VIEW) [29]  88.07 -- 

VRN (MULTIPLE VIEWS) [30]  91.38 -- 

ECC [31]  83.23  87.41 

PointTNet [12]  86.03  89.21 

PoinTNet++ [13]  -- 90.77 

KD-NET [32]  -- 90.66 

PointCNN [33] 88.16  92.24 

PCNN [34]  -- 92.33 

Dynamic Graph CNN [21] 90.26 93.46 

3D_RFGCN [35] 91.89 94.01 

Model 1 88.62 94.63 

Model 2 89.81 96.44 

Model 3 89.12 94.88 

 
The experimental results in Table 2 show that: in case of a 

hyper-parameter R=30 and a polarized rasterization parameter 

𝜑 = 128, the average recognition performance of proposed 

models was much higher than that of most reference 

algorithms, and the proposed models outperformed other 

algorithms in terms of optimal recognition performance, 

therefore, among these 3D point cloud classification 

algorithms, the proposed algorithms showed good advantages 

in classification performance.   

In addition, the selected algorithms shown in Table 2 are 

highly representative in terms of point cloud processing, the 

reference algorithms include the rasterization method [5, 28-

30], direct processing method [12, 13], convolution processing 

method [33, 34], graph convolution processing method [21], 

and graph convolution method based on visual computing [35]. 

The 3D point cloud processing technology was explained from 

several aspects and the experimental results indicate that these 

algorithms exhibited good classification performance on the 

dataset adopted in this study; the classification performance of 

the graph convolution algorithm was the best, the direct 

processing method performed well, followed by the early 

rasterization method.  

 
4.5 Visual invariance of models 

 
On the dataset in this paper, in case of a hyper-parameter 

R=30 and a polarized rasterization parameter 𝜑 = 128, the 

invariance of models was studied experimentally, and the 

results are shown in Figure 10. 
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a) Translation vs recognition rate 

 
b) Scale vs recognition rate 

 
c) Rotation vs recognition rate 

 

Figure 10. Relationship between invariance and performance 

 

The experimental results show that the proposed model 

performed good in terms of invariance under the conditions of 

small-scale translation, scaling, and rotation; compared with 

conventional algorithms, their geometric invariance is better. 

 

4.6 Recognition performance consistency of different 

models 

 

On the dataset in this paper, in case of a hyper-parameter 

𝑅 ∈ [20,40]  and a polarized rasterization parameter 𝜑 ∈
{32,64,128,256,512} , the consistency of the recognition 

performance of proposed models was studied experimentally, 

and the results are shown in Figure 11. 

 

 
a) Recognition performance of Model 1 

 
b) Recognition performance of Model 2 

   
c) Recognition performance of Model 3 

 

Figure 11. Consistency of the recognition performance of 

proposed models  

 

 

5. CONCLUSION 

 

Inspired by the theory of selective attention of primate, this 

paper proposed the MVDVAGCN (Multi-View Deep Visual 

Adaptive Graph Convolution Network) algorithm combining 

with the advantages of adaptive polarized rasterization 

algorithm. In the paper, three classification models were 

designed for multiple visual fields, and were applied to the 

processing of 3D point cloud. Based on the ModelNet40 

dataset, the setting of algorithm parameters was studied, the 

recognition performance of the proposed algorithm and a few 

reference algorithms including VoxNeT, PointNet, 

PointNet++, DGCNN, KPConv3D-GCN, Dynamic Graph 

CNN and 3D_RFGCN were compared, and the geometric 

invariance of the proposed algorithm was verified. 

Experimental results suggest that, the proposed algorithm is 

correct and feasible; compared with conventional algorithms, 

the proposed algorithm model has better recognition 
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performance, and its geometric invariance is stable in case of 

small variations. 

In the future, the algorithm will be optimized in two aspects 

to improve its performance: 

(1) Further optimize the parameter setting and performance 

of the algorithm based on the connection number and type of 

human visual nerve cells. 

(2) Explore the attention mechanism and selective attention 

consistency and use experiments to prove the conclusion. 
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