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Deep learning has improved the state-of-the-art in sentiment analysis for various languages, 

including Arabic. One aspect that can affect the performance of deep learning-based 

sentiment classification is the optimization method used for training the neural network. 

The conventional optimization method is carried out by a backpropagation (BP) algorithm 

that relies on gradient descent to find the minimum of a cost function. However, BP has the 

tendency to converge into local minima instead of global minima since neural networks 

generate complex error surfaces for even simple problems. In this study, for the purpose of 

improving the Arabic sentiment classification, we propose to use a genetic algorithm (GA) 

to train a deep neural network (DNN). GA is a meta-heuristic optimization algorithm 

inspired by the theory of natural evolution. The algorithm is expected to improve the 

classifier’s performance due to its capability to reach optimal or near-optimal solutions. The 

proposed method uses Arabic sentiment lexicons to extract various features considering 

different aspects for text representation. The effectiveness of the proposed method is 

evaluated by analyzing its performance, versus a DNN trained with BP algorithm. The 

experimental results show that the proposed method can present better F1-measure of 90.7% 

for Arabic sentiment classification than traditional BP-based DNN. 
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1. INTRODUCTION

Sentiment analysis refers to the process of automatically 

identifying opinions expressed in texts about different objects 

of interest and classifying their sentiment polarization (positive 

or negative) [1]. With the massive growth of user-generated 

content on Web and social media, the automatic classification 

for opinions has become a crucial element that helps to make 

decisions in a variety of domains such as politics, commerce, 

education, and health. Positive or negative opinions can be in 

different forms of textual information such as tweets, 

comments, articles, or reviews. Generally, the sentiment 

classification is performed at three levels of granularity: 

document, sentence, and aspect.  

Research on sentiment analysis has achieved considerable 

progress in English language. However, Arabic sentiment 

analysis research has not developed significantly despite the 

increasing expansion of Arabic language usage on the Internet 

[2]. That can be attributed to the complex linguistic nature and 

diverse dialects of the Arabic language [3, 4]. Additionally, the 

lack of Arabic linguistic resources and shortage of natural 

language processing (NLP) tools [5]. Early studies in the field 

of sentiment analysis presented many attempts to address 

various tasks based on two types of approaches, namely, 

semantic orientation and machine learning. The former 

leverages on existing predefined language lexicons that contain 

polarized and scored terms such as SentiWordNet [6] and 

WordNet [7]. While the latter uses learning algorithms to learn 

from either labeled or unlabeled data to generate models that 

classify, or cluster a given input data. Recently, machine 

learning-based techniques have been widely used to address the 

sentiment analysis task, due to their efficiency and competence 

which resulted in remarkable success [8]. In machine learning, 

sentiment analysis can be seen as a polarity classification 

problem that can be addressed by adapting different learning 

models including deep learning models.  

Deep learning is a machine learning model, which is based 

on artificial neural network. In the last few years, deep learning 

has attained a keen interest from researchers in sentiment 

analysis because of its ability to handle the complex problems 

efficiently [9]. Deep learning technique along with the 

availability of large datasets has made essential evolution in the 

sentiment analysis field. Different deep learning structures like 

deep neural network (DNN), recurrent neural network (RNN), 

and convolutional neural network (CNN) have yielded 

significant results and outperformed the traditional machine 

learning algorithms. With respect to the Arabic language, the 

literature shows that little research on deep learning-based 

sentiment analysis has been introduced, such as the studies [10-

13]. In this study, we mainly focus on DNN as a sentiment 

classifier for the Arabic language. 

The typical architecture of DNN is composed of multiple 

hidden layers and interconnected processing nodes that enable 

it to discover semantic representations of texts automatically 

from data [14]. In DNN, the learning process is performed by a 

feed-forward algorithm through which the input data is fed to 

processing nodes in a layer to calculate activation levels and 

then pass the outcome to other layers up to the output layer. 

Another training algorithm called back-propagation (BP) is 

required for the optimization process, which is responsible for 

minimizing the cost function by finding an optimal set of 

weights. BP is the most commonly used optimization algorithm 
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for training neural networks [15]. The key to BP is using a 

gradient descent algorithm for minimizing the observed error 

with respect to the weights for given data inputs by moving 

backwards through the network. However, using BP may not 

give the best performance since neural networks generate 

complex error surfaces for even simple problems with the 

presence of multiple local minima and global minima and the 

tendency to converging into local minima instead of global 

minima [16-18].  

This problem has induced many researchers to explore other 

methods for training the networks. One method is the use of 

meta-heuristic algorithms for training the networks include but 

are not limited to the genetic algorithm (GA). GA is a search-

based optimization algorithm inspired by the natural selection 

mechanism for selecting a set of high-quality solution 

candidates to a problem [19]. This algorithm has the ability to 

reliably solve problems that are complex, continuous, discrete, 

and non-differentiable [18]. Consequently, it can always reach 

the near-optimum or global minima [20]. GA has recently 

attracted much attention from researchers, and it has been 

successfully applied in diverse domains such as image 

classification [21], economy [22], commerce [23], and 

healthcare [24]. 

Based on what mentioned above, it is expected that 

integrating GA and DNN would avoid the limitations and 

combine the advantages associated with each of these 

techniques and results in better performance for sentiment 

classification. Therefore, in this paper, to improve Arabic 

sentiment classification on reviews, the GA is proposed for 

optimizing the DNN. To the best of our knowledge, using GA 

with the neural network, in general, for Arabic sentiment 

analysis, was limited only for deciding the optimal subset 

features or network configurations. However, we extend the 

usage of GA to train a deep network by searching the optimal 

or near-optimal connection weights between the nodes instead 

of BP algorithm. With GA, we can formulate the training 

process as the evolution of all weights generated in the DNN 

by using genetic operators such as selection, crossover, and 

mutation through a number of generations.  

To extract important hidden information from reviews, 

which may lead to better classification, we consider different 

aspects rather than seeing a review as a bag of words. Thus, for 

text representation and feature extraction, we define an 

extensive set of 20 features that can be grouped into three 

categories, namely, sentiment-based, linguistic-based, and 

structural features. To this end, we employ sentiment-based 

lexicons, and predefined lists of modifiers, stop-words, 

negation words, compound words, emoticons, etc. To evaluate 

our work, we compare the performance of the proposed method 

with that of typical DNN with BP training algorithm that uses 

a gradient descent optimizer. 

The remaining of this paper is organized into four sections: 

Section 2 discusses the related work; Section 3 presents the 

methodology; Section 4 describes the evaluation method and 

summarizes the results; Section 5 presents the conclusion of 

this work. 
 
 

2. RELATED WORK 
 

In the literature on artificial neural network, usage of GA has 

been found in different ways; network architecture 

optimization, connection weight optimization, and feature 

selection. The problem of deciding the optimum configurations 

of a network architecture has been studied in sentiment analysis 

for different languages. For instance, the authors [25] compared 

particle swarm optimization (PSO) and GA with differential 

evolution (DE) algorithm in searching for the optimal 

configurations of CNN architecture to classify Arabic texts. 

The network hyper-parameters include filter sizes, number of 

filters per convolution filter size, number of neurons, 

initialization mode, and dropout rate. A word embedding 

matrix with two dimensions was used to represent features. As 

reported, the DE algorithm yielded the highest average 

accuracies and the shortest computation time compared to the 

other algorithms on five different datasets. Similarly, Ishaq et 

al. [26] adopted GA to optimize the architecture of CNN for 

aspect-based sentiment analysis of English texts. Their 

proposed method outperformed other machine learning 

algorithms such as SVM, maximum entropy, random forest, 

stabilized discriminant analysis, decision tree and generalized 

linear model in terms of accuracy, precision, recall, and F-

measure. 

GA also has been shown to perform efficiently in searching 

for optimal initial weights of a network. Yin et al. [27] 

employed GA to optimize the initial weights and thresholds of 

BP-based neural network networks for public opinion 

prediction on Chinese texts. They built a network of one hidden 

layer to compute the output that will be optimized based on the 

BP algorithm. The Metropolis acceptance criterion was 

implemented with the aim of improving the local searching 

ability of GA. Likewise, Ye et al. [28] combined GA and 

simulated annealing algorithm to optimize the initial weights to 

be trained by a BP-based neural network of one hidden layer to 

predict opinion trends in Chinese texts. 

On the other hand, Alboaneen et al. [29] implemented three 

meta-heuristic algorithms for optimizing the weights of a multi-

layer perceptron network instead of the BP algorithm. The 

meta-heuristic algorithms include GA, glowworm swarm 

optimization (GSO), and biogeography-based optimization 

(BBO). The network with only one hidden layer was built for 

classifying the sentiment of English tweets. They employed 

mutual information (MI) for selecting the optimal subset of 

features. Experimental results showed superiority in 

performance for GSO over the other algorithms. For the same 

purpose of weights optimization, GA also has been integrated 

with different machine learning classifiers such as the work 

[30], where the authors combined GA with PSO and decision 

tree algorithm to classify the sentiment of English tweets. The 

model they suggest showed better performance versus SVM 

and K-nearest neighbor (K-NN). Another hybrid model for the 

same language is proposed [31] based on GA and Naïve Bayes 

(NB) to classify movie reviews. They used an arcing classifier 

to combine the two classification algorithms. The proposed 

hybrid NB-GA method is shown to be superior to individual 

approaches. 

Furthermore, the merits of using GA have been investigated 

in semantic orientation-based sentiment analysis. As an 

instance, the work [32] proposed word and document co-

clustering for sentiment analysis based on GA. The authors 

used co-clustering to reduce the search space and group related 

sentiment words into clusters. Then, they considered the 

problem of determining the weight of the sentiment words for 

each cluster as an optimization problem addressed by a GA. For 

classification, they built a decision list to compute the 

sentiment based on selected weights. The experiments on the 

dataset of Russian language showed that the effectiveness of 

the proposed method is higher than other classifiers such as 

SVM. 
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GA also has been found in the literature as feature selection 

method to improve the performance of various machine 

learning classifiers. For example, in the work [33], GA was 

used to select the optimal subset features to improve sentiment 

classification of SVM and NB on Arabic texts. Abbasi et al. [34] 

also proposed entropy weighted GA for feature selection with 

a SVM classifier on texts of multiple languages, including 

Arabic. They concluded that using GA resulted in a 

considerable improvement in accuracy. For the same purpose, 

Zhu et al. [35] evaluated the performance of a conditional 

random forest (CRF) model for classifying sentiments into 

positive or negative with GA used for selecting the optimal 

subset of features. On the other hand, the work [36] used GA 

for the task of features subsets generation with a fitness 

function based on correlation criteria. The authors used SVM 

for the classification task on Arabic texts. 

Heikal et al. [37] use an ensemble model of CNN and LSTM 

to predict the sentiment of Arabic tweets for the sentence level. 

The model is trained on top pre-trained word vectors developed 

[38]. They evaluated the model on ASTD dataset [39] and 

achieved an F1-score of around 64% and an accuracy of around 

65%. Another work applies CNN and LSTM to sentiment 

analysis of Arabic tweets described [12]. They designed a 

system to identify the sentiment’s class and intensity as a score 

between 0 and 1. The authors used word and document 

embedding vectors to represent the tweets. They translated the 

tweets into English to benefit from the available preprocessing 

tools. As they highlighted, the step of the translation led to 

degrading the overall performance. Although the system 

includes some preprocessing steps, it excludes some other 

important normalizing processes such as removing diacritics, 

punctuations and repeating characters. 

Based on the literature review, it was found that the usage of 

GA in Arabic sentiment analysis is limited to selecting optimal 

features subset and optimize network architecture. Differently, 

this work proposes a method the basis of which is to utilize GA 

instead of BP to train the DNN through optimizing the 

connection weights. Applying GA to weights optimizing in 

DNN is simulated by an evolutionary process in which genetic 

operators such as selection, crossover, and mutation have to be 

developed. The proposed method also uses Arabic sentiment 

lexicon and linguistic knowledge to extract features that 

efficiently represent the reviews and avoid the problem of high 

dimensional representation that is computationally expensive. 

3. PROPOSED METHOD 

 

The proposed method for Arabic sentiment classification is 

composed of three steps, namely, data preprocessing, feature 

extraction, and sentiment classification based on DNN and GA.  

 

3.1 Data preprocessing 

 

The preprocessing step consists of data cleansing and 

normalization. The process of data cleansing includes 

removing misspellings, repeated letters, diacritics, double 

spaces, symbols, numerals, English words, and elongation. 

Afterwards, a normalization process is applied to particular 

letters, for example, the letters ( أ, إ, آ) were converted to ( ا), the 

letters ( ى, ئ) were converted to ( ي), the letter ( ة) was converted 

to ( ه), and finally the letter ( ؤ) was converted to (و).  

 

3.2 Feature extraction 

 

Feature extraction is a fundamental process prior to applying 

a learning classification algorithm. In this step, the data is 

transformed into dimensions of features representing the 

information embedded into the reviews. The efficacy of 

identifying features plays an essential role in achieving high 

classification performance. In this work, we extracted 20 

features that can be grouped into three different sets, namely, 

sentiment-based features, linguistic-based features, and 

structural-based features. For assessing the proposed features, 

we performed a process to measure the correlation, which 

showed that features are highly correlated with the polarity 

class, yet uncorrelated to each other. Table 1 presents the 

details of the features extracted for the purpose of this work. 

For F1-F7 in sentiment-based features, we adopted the publicly 

available resources introduced [40] which contain 3400 labeled 

sentimental words and 580 sentiment-carrying compound 

phrases. Negation is also considered in this study; we employed 

the rule-based algorithm presented [41] to extract F10-F12 in 

linguistic-based features. The algorithm detects negation words 

such as (مو، لا  and then tags the opinionated words that (مش، 

might be affected within a predefined window length of words. 

The rules were crafted based on observing many cases of 

negation, simple linguistic knowledge, and sentiment lexicon. 

Furthermore, we manually built lists for the remaining features; 

including emoticons, stop words, modifiers, and shifters. 

 

Table 1. Details of the proposed features 

 

Group name Feature Description Representation Example 

Sentiment-based 

Features 

F1 
Frequency of subjective words normalized 

by F19 
real number 

 زاكي، بتخزي 

(Delicious, awful) 

F2 
Frequency of positive words normalized 

by F1 
real number 

 زاكي 

Delicious 

F3 
Frequency of negative words normalized 

by F1 
real number 

 بتخزي

Awful 

F4 
Frequency of neutral words normalized by 

F19 
real number 

 الأسعار 

Prices 

F5 Presence of positive compound phrase Binary(0, 1) 

 سعرو فيه

It is worth the price 

وفعلقول   

Saying and doing 

F6 Presence of negative compound phrases Binary(0, 1) 

 بطلعو روحك 

They get your soul out 

 منك لل 

Leave it up to God 

F7 Polarity of last sentence Multi (positive, negative, - 
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neutral) 

F8 Presence of positive emoticon Binary(0, 1) ☺ 

F9 Presence of negative emoticon Binary(0, 1)  

Linguistic-based 

Features 

F10 
Frequency of negation words normalized 

by F19 
real number 

 لا، مش، مو 

No, not 

F11 
Frequency of negated positive words 

normalized by F2 
real number 

 مش حلو

It is not cool 

F12 
Frequency of negated negative words 

normalized by F3 
real number 

 مو غلط 

It is not shameful 

F13 Frequency of shifter normalized by F19 Integer 
 لكن، لاكن، بس 

But 

F14 
Frequency of modifier for positive words 

normalized by F2 
Binary(0, 1) 

كثيرا، قليلا، للغاية، اكتير، بالمره،  

 شوي

Much, slightly, extremely, 

at all, a bit 
F15 

Frequency of modifier for negative words 

normalized by F3 
Binary(0, 1) 

F16 
Frequency of stop-words normalized by 

F19 
real number 

 أنت، إذا 

You, if 

F17 Frequency of question normalized by F20 Integer ؟ 

F18 
Frequency of exclamation normalized by 

F20 
Integer ! 

Structural Features 
F19 Length of review Integer - 

F20 Number of sentences per a review Integer - 

3.3 Data preprocessing 

 

This section introduces the methods that are used for the 

sentiment classification on Arabic reviews. The methods 

include the typical DNN and proposed GA-based training for 

DNN. 

 

3.3.1 DNN 

DNN is an extension of ANN, which is a biologically 

inspired machine learning model that imitates the functioning 

of the human brain for learning from observational data. The 

typical architecture of ANN consists of three major layers: an 

input layer, a hidden layer, and an output layer. On the other 

hand, the conventional structure of DNN differs in the number 

of hidden layers used for the learning process, as shown in 

Figure 1. 

The number of hidden layers L determines how deep the 

structure of DNN. Each layer Kth is comprised of multiple 

nodes N that are fully connected with other nodes in the next 

layer. The connection between ith node in input layer and jth 

node in the first hidden layer is represented by 𝑤𝑖𝑗
𝑘 . Thus, for 

input variables xi in a training example, the first node j1 in the 

first layer k can be computed as: 

 

𝑎𝑗1

1 = 𝑓 (∑ 𝑤𝑖,𝑗1

1 . 𝑥𝑖 + 𝑏𝑗
1

𝑚

𝑖=1

) (1) 

 

While the nodes jk in the subsequent hidden layers k, where 

k≥2 can be calculated as: 

 

𝑎𝑗𝑘

𝑘 = 𝑓 ( ∑ 𝑤𝑗𝑘−1,𝑗𝑘

𝑘 . 𝑎𝑗𝑘−1

𝑘−1

𝑁

𝑗𝑘−1

+ 𝑏𝑗𝑘

𝑘 ) (2) 

 

where, b denotes the bias term and f(x) represents an activation 

function. In this work, we investigated two activation functions: 

sigmoid and Relu. Then, an optimization process is performed 

to find the optimal set of connection weights. As mentioned 

earlier, BP is the most commonly used optimization algorithm 

for training artificial neural networks. BP begins with 

quantifying the error output of the network through a cost 

function. For illustration purpose, let us assume that a 

Quadratic function was used which can be written as: 

 

𝐶 =
1

2𝑚
∑(𝑦(𝑥) − 𝑎(𝑥))2

𝑥

 (3) 

 

where, m is the total number of training examples, y(x) is the 

desired output, and a(x) is the actual output. The aim of the 

optimization process is to minimize the error output between 

a(x) and y(x), where the connecting weights are adjusted 

iteratively until the error is the least. This is usually achieved 

by a gradient descent algorithm that starts from the last layer 

backward to the first layer. The key of using gradient descent 

algorithm is to compute the partial derivative of the cost 

function with respect to the weight and bias.  

 

 
 

Figure 1. The structure of DNN 

 

In this study, the BP training method is used only for the 

purposes of comparison with the proposed method in which 

GA was employed as the optimization method. The structural 

attributes (or hyper-parameters) of the DNN are determined, 

including the number of hidden layers and the number of nodes 

and activation functions for each layer. The choice of those 

hyper-parameters is important as they affect the performance 

of DNN by avoiding problems such as over-fitting and under-
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fitting. There is no rule-of-thumb for choosing the hyper-

parameters as it is a problem-dependent; therefore, they were 

selected based on a trial-and-error approach. 

 

3.3.2 GA-based DNN 

To change the default, adjust the template as follows.GA is 

a global optimization technique that is inspired by Darwin's 

theory of natural evolution. The algorithm mimics the process 

of natural selection where the solutions are evolved across a 

number of generations to reproduce the best solutions. Each 

solution called an individual that is represented as a 

chromosome, and a group of solutions called a population. A 

chromosome composed of genes that can be represented in 

different codes. In the beginning, GA works on the randomly 

initialized population of chromosomes where each one is 

evaluated using a fitness function which determines its 

competency. Accordingly, the chromosomes with the highest 

fitness values will be selected to continue through three 

iterative genetic operators; selection, crossover, and mutation 

in order to produce offspring with higher quality. For the 

purpose of this study, we formulate the DNN training process 

as the evolution of all connection weights 𝑤𝑖𝑗
𝑘  using the genetic 

operators and without computing gradient information. The 

architecture of the GA-based DNN is illustrated in Figure 2. 

 

 
 

Figure 2. The architecture of GA-based DNN 

 

In general, the first step in GA is randomly generating a 

population P of chromosomes c, which evolve across a number 

of generations. All the randomly initialized connection weights 

and biases in all layers will be considered as one chromosome 

𝑐1 = (𝑤𝑖𝑗
1 , 𝑤𝑗𝑘−1,𝑗𝑘

𝑘 , 𝑏𝑗𝑘

𝑘 ) and encoded as real values. To decide 

which chromosomes have better survival chance, the DNN 

accepts the population of chromosomes, and through a fitness 

function, they are evaluated in terms of their accuracy of 

predicting the class label. The accuracy function measures the 

ratio between the correctly classified samples and the total 

number of samples based on the DNN prediction results. Then, 

three genetic operators will be iteratively applied until the 

termination criteria are met, as follows: 

(1) Selection: After the fitness values of the chromosomes 

have been calculated, the best chromosomes with the highest 

accuracy values (they are known as parents) are selected into 

what so-called mating pool. The intuition is that choosing the 

chromosomes with high-quality genes has a bigger chance to 

survive, and it is expected to reproduce new chromosomes 

(offspring) with better quality than the parents. 

(2) Crossover: With respect to crossover, the selected 

parents into the mating pool will undergo an operation in which 

some genes from couple parents are exchanged to produce 

offspring that have the parent’s properties. There are several 

methods to apply the crossover operator. In this work, we 

adopted the single-point method in which a point that split 

genes into two halves is picked, and then the genes to the right 

and left of the point are exchanged between the two parent 

chromosomes resulting in two offspring.  

(3) Mutation After all the preceding steps, the loop comes 

to its end with a mutation process. This operator is responsible 

for generating genetic diversity that avoids local minima 

problem. The output offspring of crossover operation will be 

mutated through stochastically selecting a percentage of genes 

from each offspring and altering their values. The output of this 

operator is a new offspring (chromosome) with new properties. 

The fitness value of the offspring is evaluated using DNN, to 

be a replacement for its parent chromosomes in the population 

if its fitness value is better; otherwise, the parent chromosome 

is kept. The mutation has several forms based on the 

chromosome representation. Since the real value encoding is 

used in this work, we used a uniform random value selected 

between [-1, 1] to replace the value of the chosen gene. 

The genetic operation explained above forms one generation 

or iteration of the GA-based training. Then the evolving 

process iteratively continues until the predetermined 

generations are finished, or the optimal or near-optimal 

solution has been found. Then the best solution (optimal 

connection weights) is returned to the DNN to be used for 

sentiment classification. Finally, to ensure optimization with 

optimal solutions, the hyper-parameters of the GA must be 

assigned appropriately. In this work, we used the trail-and-error 

approach to choose the values of those hyper-parameters, 

which include population size, number of generations, number 

of parents to mate, and mutation rate. 

 

 

4. EXPERIMENTS AND RESULTS 

 

This section presents the experiment conducted to evaluate 

the performance of the proposed model for Arabic sentiment 

classification. Additionally, we introduce the dataset, hyper-

parameter settings, and evaluation metrics. It is worth 

mentioning that the experiments were implemented using 

Python 3.6.5. The genetic algorithm and neural network were 

developed based on NumPy library. The BP-based DNN was 

built using Keras library. More details about the experiments 

are provided in the following subsections. 

 

4.1 Dataset 

 

For the purpose of this work, we used a publicly available 

dataset introduced [42] for Jordanian dialect. The dataset is 

annotated on the document level, and it considers only two 

polarity classes, which are positive and negative. To balance 

the dataset, we randomly selected 2000 reviews, of which 1000 

were positive, and 1000 were negative. The data consists of 
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MSA and colloquial Jordanian reviews about various domains 

(restaurants, shopping, fashion, education, entertainment, 

hotels, motors, and tourism). 

 

4.2 Evaluation metrics 

 

For classification performance evaluation, we initially split 

the dataset into training, validation and testing sets by 

percentage 80%, 10%, and 10%, respectively. Then, the 

performance is quantified using the following evaluation 

metrics: Precision (P), Recall (R), and F1-score (F1); see Eqns. 

(2), (3) and (4). The precision calculates the accuracy of the 

classifier in regard to the specific predicted class. The recall 

shows the percentage of the correct predicted classes among the 

actual class in the data. The F1-score represents an overall 

measure of a model’s accuracy that calculates the weighted 

average of precision and recall. 

 

𝑃 =  
𝑇𝑃

𝑇𝑃 +  𝐹𝑃
 (4) 

  

𝑅 =  
𝑇𝑃

𝑇𝑃 +  𝐹𝑁
 (5) 

  

𝐹1 =  2 ×
𝑃 × 𝑅

𝑃 + 𝑅
 (6) 

 

where, TP indicates a true positive which means the number of 

the inputs in data test that have been classified as positive when 

they are really belong to the positive class. TN indicates a true 

negative which means the number of the inputs in data test that 

have been classified as negative when they are really belong to 

the negative class. FP indicate a false positive which means the 

number of the inputs in data test that have been classified as 

positive when they are really belong to the negative class. FN 

indicates a false negative which means the number of the inputs 

in data test that have been classified as negative when they are 

really belong to the positive class. 

 

4.3 Hyper-parameters configuration 

 

This section illustrates the hyper-parameters configured 

experimentally for DNN and GA. The process of selecting the 

optimal hyper-parameters is a challenging task, and it varies 

based on the characteristics of the research problem. To this 

end, we performed several trials to choose the hyper-

parameters with which the classifiers yielded the best 

performance results. It is worth mentioning that all the data 

points have been normalized before being passed to the 

network. According to the results obtained experimentally, a 

neural network was constructed with five layers of size 128, 64, 

32, 18, and 18 nodes, respectively. The dense hidden layers are 

trained using a Relu function. Then, the weights are passed to 

an output layer with a sigmoid function to give the final 

classification probability. 

In addition, to ensure optimization with superior selection 

results, the hyper-parameters of the GA need to be tuned 

appropriately. Similar to DNN, we used the trial-and-error 

approach to choose the values of those hyper-parameters, 

which include population size, number of generations, number 

of parents to mate, and mutation percentage. Thus, knowing 

that the bigger size of the population may lead to finding the 

optimal solution, we ended up with assigning 200 to population 

size. The number of parents determines how many 

chromosomes with the highest accuracy will be selected 

parents into the mating pool. This work takes two parents to 

undergo the crossover operation. Since the changes in mutation 

are random, the percentage should be small to avoid instability. 

For this work, the mutation percentage of 0.2 was set. Finally, 

the number of generations was set to 400. 

 

4.4 Results 

 

In this section, we present the experimental results of 

applying the proposed method to Arabic sentiment 

classification. The proposed method was evaluated through a 

comparison with BP-based DNN based on precision, recall, 

and F-measure over the same dataset. It is necessary to mention 

that BP uses the gradient descent algorithm for optimization 

with a learning rate of 0.001, and binary cross-entropy function 

as a cost function. For the network structure, it was constructed 

with the same topology used when GA is applied. Furthermore, 

we carried out an experiment that compares the proposed 

features with Unigram model when BP is applied to DNN with 

using the same hyper-parameters to evaluate the effectiveness 

of the proposed features. 

Figure 3 presents the value of accuracy during the training 

process based on GA, where the accuracy was calculated using 

the fitness function through each generation based on the 

training set. It can be seen that evolution has converged after 

150 with an accuracy value of 88.7%. Whereas, when BP was 

used for training the network with the proposed features and 

Unigram, the training accuracy was 85.5% and 86.1%, as 

shown in Figure 4 and Figure 5, respectively. As we can see, in 

comparison with BP, the slope of GA is steeper. This indicates 

that the convergence to the optimal solution in GA was faster 

than BP. For example, at the 50th iteration, the accuracy of BP 

was less than 75%, whereas it was 85% in GA. We also can 

notice that the accuracy when the Unigram model was used is 

slightly higher than the proposed features. Nevertheless, using 

the proposed features avoided degrading the convergence 

performance since it is computationally inexpensive to search 

through a small search space. Furthermore, this study mainly 

concerns the merits of using GA to train a neural network for 

sentiment classification, regardless of the nature of features that 

are used. 

 

 
 

Figure 3. Accuracy of proposed method during training 

process 
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Figure 4. Accuracy of BP-DNN during training process 

based on proposed features 

 

 
 

Figure 5. Accuracy of BP-DNN during training process 

based on Unigram 

 

After the best solution has evolved, and the network 

dynamically learned during the evolution process, the optimal 

or near-optimal weights obtained were applied to the validation 

set to tune the parameters to their best values. Next, the 

efficiency of the proposed method was tested on the reviews in 

the test set. The summary of the results obtained is tabulated in 

Table 2. Noticeably, GA outperformed BP algorithm in 

optimizing the DNN either with the proposed feature or 

Unigram, where the overall classification performance 

significantly increased. For example, the overall precision, 

recall, and F-measure when the proposed features are used have 

significantly improved with points of 3%, 9.6%, and 6.2%, 

respectively. This is mainly because of the capability of GA to 

overcome the problems associated with BP. The results 

indicate that using GA to optimize DNN is adequate to show 

improvement in the sentiment classification performance. We 

also can notice that although the proposed features achieved 

lower value in precision and F-measure of BP-based DNN, 

they have been shown to be more effective than Unigram 

representation in the recall. 

 

Table 2. The results of the proposed method on the test set 

 
Model Precision Recall F1-Measure 

BP-DNN Ngrams 91.6 79.8 85.3 

BP-DNN features 86.5 82.3 84.5 

Proposed model 89.5 91.9 90.7 

 

 

5. CONCLUSION 

 

This paper presents a method that uses GA to train a DNN 

for improving the performance of Arabic sentiment 

classification. The proposed method optimizes the connection 

weights using an evolutionary process in which genetic 

operators such as selection, crossover, and mutation are 

utilized. Also, Arabic sentiment lexicon and linguistic 

knowledge to extract features are involved in extracting 

features for text representation. The results show that the 

proposed method has the capability to avoid the limitations of 

BP, and combine the advantages associated with each of GA 

and DNN, which resulted in a good performance for sentiment 

classification. Additionally, it shows that this method has the 

ability to yield considerable improvement and converge fast 

compared to BP-based DNN. Nevertheless, there is a room for 

improvement as the proposed features have insignificant 

contribution compared with Unigram model. Further work is 

also required to explore the effectiveness of the proposed 

method with deeper layers and diverse configurations on 

different Arabic benchmark datasets. Additionally, to extend 

the work so that it can be applied to other Arabic sentiment 

analysis tasks such as aspect-based sentiment analysis. 
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