
Hybrid Learning Predictions on Learning Quality Using Multiple Linear Regression 

Dadang Sudrajat1 , Ade Irma Purnamasari1 , Arif Rinaldi Dikananda2 , Dian Ade Kurnia3* , 

Dwi Marisa Efendi4  

1 Computer Science, STMIK IKMI Cirebon, Cirebon 45142, Indonesia 
2 Software Engineering, STMIK IKMI Cirebon, Cirebon 45142, Indonesia 
3 Information Management, STMIK IKMI Cirebon, Cirebon 45142, Indonesia 
4 Information System, DCC Language and Business Technology Institute, Lampung 35111, Indonesia 

Corresponding Author Email: dianade@ikmi.ac.id

https://doi.org/10.18280/isi.280116 ABSTRACT 

Received: 3 November 2022 

Accepted: 20 January 2023 

Indonesia declares COVID-19 Pandemic by the World Health Organization (WHO) from 

March 2020. This has a very impact, one of which is on the continuity of the world of 

education. This research aims to foretell the impact of hybrid teaching methods used at 

SMK Cendikia Cirebon City during the COVID-19 period on student achievement. 

Teachers' materials, honesty, enthusiasm, and IT backing are all factors in determining the 

quality of education. Multiple linear regression with root-mean-squared error as the 

dependent variable is used in this study (RMSE). Experiments conducted on 122 

participants yielded an RMSE of 0.375 and a correlation level of 0.440 for each attribute, 

with test samples comprising 10% and training samples comprising 90%. As a result, the 

use of this multiple linear regression model can be suggested for foreseeing the introduction 

of a hybrid learning model to enhance educational quality. 
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1. INTRODUCTION

The World Health Organization (WHO) declared COVID-

19 a global pandemic in early 2020. In response, the Ministry 

of Education and Culture has mandated that all educational 

institutions submit to regulations that make it possible for 

students to study at home. While very strict health protocols 

must be maintained, the Ministry of Education and Culture 

issued a policy in 2021 favoring the face-to-face method of 

education despite the growing threat posed by COVID-19 [1]. 

The implementation of education in the wake of the 2020 

pandemic was conducted digitally. Therefore, the importance 

of implementing online learning through information 

technology really needs to be considered. The lack of student-

to-student, student-to-teacher, and student-to-manager 

interaction is just one way in which online learning has 

impacted the psyches of students in the SMA/SMK education 

unit. While there is some content available online, it's sparse 

[2]. As a result, the traditional online-only model of education 

must undergo some technical adjustments to make way for 

what is now known as hybrid learning [3]. Hybrid learning is 

a method of education that combines the advantages of both 

traditional classroom instruction and modern online tools [4]. 

The learner or the instructor can take center stage depending 

on the goals of the lesson, and the model can accommodate 

both scenarios. To sum up, the teacher plays a more central 

role during the application process's early stages and the 

student plays a central role once the application has been 

successful (student center learning) [5].  

Present-day hybrid models of education combine elements 

from several different pedagogical approaches, including (but 

not limited to) the following: First, face-to-face learning, or 

learning that is carried out face-to-face in the classroom or 

laboratory; learning activities include the delivery of material, 

discussion and presentation, exercises, and evaluation of 

learning or exams; Second, Synchronous Virtual 

Collaboration, or collaborative learning in which students 

from different locations work on the same assignment at the 

same time; and third, asynchronous learning. In the third place, 

we have teacher-student interaction through asynchronous 

virtual collaboration [6]. Fourth, the Asynchronous Self-Paced 

Learning Model is a learning model carried out by students at 

various and independent times; the implementation is 

provided at various times; the facilities used in learning 

activities are online discussion boards or discussion forums 

and emails. Books, modules, practice questions, and online 

tests and quizzes all contribute to the educational experience 

[7]. 

This study's contribution is a set of guidelines for 

implementing hybrid learning models with the goal of 

enhancing education at SMK Cendikia Cirebon City by taking 

into account the school's unique circumstances in terms of 

faculty, course materials, security, student motivation, and 

technological resources. It is based on the gap that occurred 

during an academic year where the achievements obtained by 

students during the COVID-19 pandemic are brought with a 

minimum completion value. 

A machine learning method or technique, called Multiple 

Linear Regression, is proposed for predicting the hybrid 

learning model. The goal of multiple linear regression analysis 

is to establish a correlation between a single dependent 

variable or characteristic and a set of independent variables [8]. 

This study is divided into 5 parts, starting with the first part of 

introduction, the second part of related research, the third part 

of methods, the fourth part of result and discussion, and the 

fifth part of conclusion. 
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2. RELATED RESEARCH 

 

Numerous researchers on both sides of the Atlantic have 

conducted and published studies on hybrid learning in peer-

reviewed academic journals. Benny Sumardiana's findings 

from his studies [5]. According to the findings, hybrid courses 

can help students who are fighting for their right to a quality 

education in the wake of the COVID-19 crisisased on the 

findings of other research [9] which demonstrated that hybrid 

learning is the product of the evolution of blended learning 

methods, it was concluded that this instructional strategy for 

life support education is at least as effective as conventional 

classroom instruction. Accredited basic and advanced life 

support courses show that a blended learning approach is 

associated with significant ongoing cost savings, although 

initial costs to the accrediting organization may be high. Using 

a Blended Learning Approach (BLA) can help improve 

learning outcomes and foster new forms of knowledge in the 

field of education. As useful as the internet can be for training 

and education, it will never be able to completely replace face-

to-face interaction [10]. Based on his findings, he concludes 

that it is possible to predict students' performance in the 

classroom using predictive models employing linear 

regression [11]. Before the development of hybrid learning 

methods, there was one study of blended learning conducted 

at three vocational schools in Cirebon City with the results 

obtained were the level of satisfaction with the model 

measured by Very Satisfied, Satisfied, Moderately or 

Dissatisfied. The aspect measured by satisfaction consists of 

six components, namely Institution, Teacher, Learner, Content, 

Learning Support and Technology [12].  

Linear Regression is the process of identifying relationships 

and influences between independent variables and dependent 

variables. Independent variables are symbolized by X while 

dependent variables are symbolized by Y [13]. Regression is 

commonly used for predicting and forecasting. Prediction is 

the process of estimating data values of any type and at any 

time (past, present, future) while forecasting is used to 

estimate the values of future time series data [14]. 

There are two types of linear regression, namely linear 

simple regression and multiple linear regression. Simple linear 

regression is a linear regression that involves only one 

independent variable X, whereas multiple linear regression 

involves more than one independent variable X [15]. 

The formula for simple linear regression is expressed in the 

equation as follows [14]. 

 

y=a+bx 

 

where: 

y=dependent variable 

a=Constant 

b=coefficient 

x=independent variable 

While the linear multiple regression formula is expressed in 

the following equation [16]. 

 

𝑌 = 𝑎 + 𝑏1𝑋1 + 𝑏2𝑋2 +⋯+ 𝑏𝑛𝑋𝑛 

 

where, 

Y=dependent variable 

a=Constant 

b1, b2, … bn=regression coefficient 

X1, X2, … Xn=independent variable 

From various related studies that have been reviewed, it can 

be summarized that studies on hybrid learning have been 

carried out by previous researchers. They report that hybrid 

learning is an extension of the blended learning approach, 

where blended learning depends on the internet and 

technology. It is known that the internet and technology cannot 

replace the atmosphere when interaction between students and 

teachers occurs, so as the atmosphere of the learning 

environment. Finally, with hybrid learning, students can 

alternately have the opportunity to interact directly with the 

teacher and their environment in a face-to-face classroom. 

 

 

3. METHODS 

 

This study employs a data science methodology, which 

consists of five stages: data collection, data preprocessing, 

data transformation, modeling, and evaluation [17]. The 

Figure 1 is a breakdown of these phases. 

 

Data Collection

Data Pre Processing

Data Transformation

Modeling

Evaluation

 
 

Figure 1. Stages of research 

 

3.1 Datasets collection 

 

The data set was collected by administering an online 

Google form survey to 122 participants (including students, 

faculty, and staff). There are a total of fifteen questions on the 

survey, covering topics like classroom instruction, content, 

academic atmosphere, student motivation, and ICT support.  

The data is disseminated through an online questionnaire 

that has been prepared through the URL link 

https://bit.ly/Survey_RK. Furthermore, the data that has been 

filled in is exported into the form of a spreedsheet file to be 

used as a data source in machine learning applications using 

Rapidminer 9.0. 

 

3.2 Data pre-processing 

 

One step in the data science and analysis process is called 

"data preprocessing" and its goal is to transform raw data into 

a form suitable for further analysis using machine learning 

[18]. 

The following procedures were used to prepare the data for 

analysis in this study: nominal to numerical conversion; 

normalization; set role; correlation matrix; select by weight. 
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3.2.1 Nominal to numerical 

During preprocessing, selected attributes with a nominal 

type are converted to a numeric type using the nominal to 

numerical conversion. Furthermore, the Figure 2 converts the 

values of these attributes to numbers. 

 

 
 

Figure 2. Data pre-processing 

 

3.2.2 Normalization 

By adjusting the magnitude of each value, normalization 

ensures that it falls within a predetermined interval. When 

working with attributes on varying scales and units, it is crucial 

to modify the value range. When comparing massively 

different characteristics, normalization is a helpful tool. 

 

3.2.3 Set role 

An attribute’s role specifies how it is used by other 

operators. Being a “regular” is the default position. 

Specialized roles are those that fall outside the norm. 

 

3.2.4 Correlation matrix 

An attribute’s correlation with another is expressed as a 

number between -1 and +1. (call them X and Y). If the 

correlation coefficient is positive, it indicates a strong positive 

relationship. Here, high X values are linked to low Y ones, and 

low X values to high Y ones. If the correlation coefficient is 

negative, it means that the two things are correlated in the 

opposite way. 

 

3.2.5 Select by weight 

This operator takes an input example set and pulls out only 

the attributes whose weights meet the given criterion. The 

weight input port is where the user can input the desired weight. 

The weight relation parameter defines the weighted attribute 

selection criterion. 

 

3.3 Data modelling 

 

The purpose of data modeling, one of the many steps in the 

data science process, is to discover connections between 

various data sets in order to extract the required insights [19]. 

Multiple Linear Regression is the chosen data model for this 

investigation of Figure 3. 

 

3.3.1 Split data 

The input to the Split Data operator is an ExampleSet, and 

the outputs are the subsets of that ExampleSet. The partitions 

parameter allows the user to set the number of subsets (or 

partitions) and the size of each partition individually.  

3.3.2 Linear regression 

Statistical regression analyzes the interplay between a 

single “dependent” (here, the label attribute) and multiple 

“independent” (constant) variables (regular attributes). When 

trying to predict a continuous value, use regression instead of 

classification [11].  

 

 
 

Figure 3. Data modeling of multiple linear regression 

 

3.3.3 Apply model 

First, another operator, typically a learning algorithm, is 

used to train the model on the example set. After that, this 

model can be used on a different example set. Using a 

preprocessing model to make a prediction on data that has not 

yet been seen is a common objective.  

 

3.4 Evaluation 

 

An effective machine learning model relies heavily on 

evaluation. After the training model has been finalized, the 

evaluation model process can begin [20]. In this research, the 

model is analyzed in terms of the operators’ efficiency, as 

shown in Figure 4. 

 

 
 

Figure 4. Model evaluation using performance operator 

 

3.4.1 Performance 

It is recommended that this operator be used solely for 

assessing how well regression tasks have been completed. In 

addition to the performance operator, the performance (binary 

classification) operator, the performance (classification) 

operator, etc., there are numerous other performance 

evaluation operators available. Only regression tasks can make 

use of the Performance (Regression) operator.  

 

 

4. RESULT AND DISCUSSION  

 

Let's say we want to talk about the linear relationship 

between one dependent variable and several independent 

variables. This research's dataset includes the Table 1 elements: 
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Table 1. Type of variable 

 
Variable Type 

Quality Dependent 

Teacher Independent Variable 

Content Independent Variable 

Integrity Independent Variable 

Motivation Independent Variable 

ICT Support Independent Variable 

 

One can think of the quality variable as a dependent variable, 

while the success of the hybrid learning system serves as an 

independent variable quality, namely teacher, content, 

integrity, motivation and ICT Support. 

 

4.1 Linear regression table 

 

In this linear regression table will be presented regarding the 

coefficient, error standard, coefficient standard, tolerance, t-

count and p-value of each independent variable, is the Table 2. 

 

Table 2. Matrix correlation table 

 
Attribute Coef Std. Error Std. Coeff Toler t-Stat p-Value 

Teacher 0.357 0.149 0.251 0.921 2.388 0.019 

Content -0.037 0.141 -0.028 0.751 -0.261 0.795 

Integrity -0.008 0.164 -0.005 1.000 -0.051 0.960 

Motivation 0.258 0.107 0.241 0.952 2.413 0.018 

ICT Support 0.014 0.156 0.009 0.861 0.090 0.928 

(Intercept) 0.138 0.059   2.322 0.022 

 

Based on the table above, there are two variables that have 

a very small p-value or close to 0, namely the Teacher variable 

of 0.019 and motivation of 0.018. While the other three 

attributes have a very large p-value or close to the number 1.  

The equation for multiple linear regression is expressed in 

the formula Y=a+b1X1+b2X2+...+bnxn n, thus from the equation 

it can be implied as follows: 

 

Y = 0.138+(0.357 * Teacher)–(0.037 * Content)-(0.008 * 

Integrity) + (0.258 * Motivation)+ (0.014 * ICT Support) 

 

4.2 Data visualization 

 

4.2.1 Teacher aspect statistically 

The relationship between the teacher aspect and quality 

shows a strong relationship, this is shown through 

visualization that the distribution of points is close to a straight 

line, as shown in Figure 5: 

 

 
 

Figure 5. The relationship of teacher aspect to quality 

4.2.2 Content aspect statistically 

The relationship between the content aspect to quality has a 

less strong relationship, this is shown by the distribution of 

points that are not close to a straight line, as shown in the chart 

of Figure 6: 

 

 
 

Figure 6. The relationship of content aspect to quality 

 

4.2.3 Integrity aspect statistically 

The relationship between the integrity aspect to quality 

shows that it is not strong enough, it is shown that the 

distribution of points against straight lines is very far, as can 

be seen from the visualization as Figure 7:  

 

 
 

Figure 7. The relationship of integrity aspects to quality 

 

4.2.4 Motivation aspect statistically 

The motivational aspect to quality has a very strong 

relationship, this can be shown by a graph where the 

distribution of points approaches to a straight line, as Figure 8: 

 

 
 

Figure 8. The relationship of motivational aspects to quality 

 

4.2.5 ICT aspect statistically 

Similarly, the relationship of ICT Support aspects to quality 
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has a strong relationship, it can be seen from the visualization 

results is Figure 9: 

 

 
 

Figure 9. The relationship of ICT support aspects to quality 

 

4.2.6 Linear regression statistically 

Based on the results of the study conducted, if the 

connection between the five aspects (teacher, content, 

motivation, integrity and ICT Support) with the quality aspects 

in the hybrid learning model, then the multiple linear 

regression model can be visualized as Figure 10: 

 

 
 

Figure 10. The relationship between aspects of teacher, 

content, motivation, integrity and ICT support to quality 

 

4.3 Model evaluation result 

 

The evaluation carried out is through measurements based 

on Root Mean Squared Error (RMSE), Mean Absolute Error 

(MAE) and Mean Absolute Relative Error (MARE) [16]. 

RMSE is a measurement method by measuring the 

difference in values from the prediction of a model as an 

estimate of the observed values [1]. The result of the RMSE 

calculation pad for this model shows 0.375. Thus, this model 

is said to be quite feasible to use as the RMSE value is close 

to 0. Mean Absolute Error (MAE) to calculate the absolute 

average of prediction errors regardless of the positive or 

negative signs [21]. MAE results show 0.302. MAE results 

show 0.302. use Mean Absolute Relative Error (MARE) to 

evaluate the average of the differences between the observed 

values and the predicted values. MARE results showed 

45.94%. 

As a form of implication of the results of this study, the 

machine learning model that is built can be applied to 

educational problems. Machine learning is one of the 

technological innovations that play a major role in artificial 

intelligence and human interaction. Education practitioners 

such as teachers, education managers need very accurate 

information from data processed and modeled by machine 

learning, so that machine learning is able to function as a good 

predictive tool in supporting decision making and supporting 

continuous improvement. 

 

 

5. CONCLUSION 

 

The conclusion obtained from the results of this study is that 

from the five variables or aspects that affect the quality of 

hybrid learning carried out at SMK Cendekia Cirebon City 

during the COVID-19 pandemic, it turns out that there are 

three variables or aspects that have a very strong correlation, 

namely teacher, motivation, and ICT support. While variables 

or aspects that have a correlation that is not yet strong or weak 

are variables or aspects of content and integrity. Model 

evaluation has been carried out through measuring the average 

level of error through RMSE, MAE, and MARE. When 

viewed from the day of RMSE, this multiple linear regression 

model can be used. Therefore, as a suggestion for further 

research, in order to be able to choose variables that have a 

very strong level of correlation with predicted variables so that 

it will affect the performance of the model developed. 

SMK Cendikia Cirebon City can use this machine learning 

model for measurement purposes other than hybrid learning 

on several other aspects of learning quality, in addition, it can 

also be applied to other subjects that use the same learning 

method. 

Another recommendation that can be submitted for further 

research is that it is necessary to select attributes based on a 

correlation matrix that has a strong correlation between 

independent attributes and dependent attributes before 

modeling, it is expected that this stage will affect the 

performance of the regression model. 

For future research, it is hoped that it can prepare as well as 

possible related to research instruments, measurement 

methods to be carried out, as well as the availability of data to 

be better modeled. 
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