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Determining small-medium industries (SMIs) centers on producing SMIs capable of 

developing and excelling in Yogyakarta City. The determination of superior SMIs plays a 

crucial part in the development of new and creative industries. However, many unresolved 

SMIs decisions were made manually, thus making the long and ineffective process. 

Technology entry into various disciplines can make determining superior SMIs more 

efficient and systematic. To facilitate the determination of superior SMIs, it took advantage 

of the Decision Support System (DSS), where the author, when carrying out the analysis, 

applied the Multi-Attributive Border Approximation Area Comparison (MABAC) method 

for alternative rankings. This research resulted in the ranking of superior SMIs centers, 

namely alternatives (A6) ranked 1st, (A9) 2nd order, (A2) 3rd order, (A8) 4th order, (A10) 

5th order, (A1) 6th order, (A3) 7th order, (A5) 8th order, (A4) 9th order, and (A7) 10th 

order. The MABAC method was successfully used in the decision-making of superior SMIs 

centers with a precision of 83.3% and an accuracy of 93.5%, calculated using a confusion 

matrix. The study’s results discovered that the MABAC approach was successfully used for 

decision-making for determining superior small and medium industry centers. 
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1. INTRODUCTION

The Yogyakarta City Government, through the Yogyakarta 

City Cooperatives and Small and Medium Enterprises 

Industry Office, has set a target for establishing a flagship 

Small and Medium Industries (SMIs) center to be carried out 

by the end of 2021 [1]. The COVID-19 outbreak, a pandemic, 

has caused a decrease in economic activities globally, and one 

of the affected cities is Yogyakarta. From various problems 

related to the impact of the pandemic, the department has made 

various efforts to overcome and provide solutions so that the 

industrial sector in Yogyakarta will soon recover [2].  

The determination of the superior SMIs center must be 

planned appropriately and carefully so that it can be ensured 

that with the existence of these businesses, it can develop the 

industrial sector in the region. Therefore, one of the steps now 

taken by the Yogyakarta City Government is to review and 

provide socialization and education about holding the flagship 

Small Medium Industries (SMIs) center program in various 

regions [3, 4]. Whereas socialization emphasizes that the area 

used as a place for superior SMIs must be responsible for 

properly developing its territory [5, 6]. 

Through the use of technology that is developing today, the 

author proposes a decision support system (DSS) as a solution 

to existing problems [7-9]. The author's motivation in research 

is to help the government determine the leading SMIs centers 

and contribute knowledge in the field of technology because 

of the nature of the decision support system method, which is 

accurate, fast, objective, and can be accessed using a computer. 

[10]. The DSS approach method applied in the study was the 

MABAC method. According to the results, the MABAC 

approach is more accurate and sensitive for the selected 

alternative ranking [11].  

In determining the leading centers of SMIs centers, the 

Yogyakarta City Government, through the Yogyakarta City 

Office of Industry, Cooperatives, and Small and Medium 

Enterprises, pays attention to five criteria, namely related to 

the number of workers is 7%, the production capacity is 13%, 

the production value is 54%, the investment value is 5%, and 

the raw materials is 21% used. The growth of SMIs continues 

to be encouraged, but numerous complex parameters impact it, 

with the shortage of resources being the main one [12, 13]. The 

criterion factor that has a major influence in determining the 

superior SMIs is production value. This approach will make it 

easier for local governments to determine which SMIs is 

entitled to become the leading SMIs center [12, 14]. 

Small and medium industries (SMIs) are sectors that have 

great urgency and are important for the sustainability of the 

economy in Indonesia. SMIs is a business unit created by the 

community [15, 16]. As an independent business organization, 

SMIs has a fairly important role and influences economic and 

In the early stages of  theory development, economic 

innovation theory saw competition as the main driver of 

innovation industrial growth in a country [17]. SMIs has 

contributed to reducing the number of unemployed both in 

developing and developed countries, including in Indonesia, 

where the unemployment problem can be significantly 

reduced due to the existence of SMIs. However, the potential 

in SMIs must be balanced with capabilities that can compete 

with large industries [17, 18]. 

Activities in developing small and medium industries are an 

effort to improve the existing economy because its potential is 
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quite large to influence the movement of the national-level 

economy [19, 20]. Many small and medium industries also 

have a big role because of the many people whose lives depend 

on SMIs [21, 22]. Based on the description and explanation 

above, there is a need for a study on “Decision Making using 

the MABAC Method to Determine the Leading Small and 

Medium Industry Centers in Yogyakarta.” 

2. RESEARCH METHODS

2.1 Stages of research 

Decision-making is the process of choosing among several 

action options intended to achieve certain goals and objectives 

[23, 24]. Making a decision is carried out by attempting to 

approach the problem by collecting data information and 

including several factors that can be considered in making a 

decision [25-27]. The following required actions in the 

decision-making process are listed the Figure 1. 

Figure 1. Stages of research 

An explanation is provided below of the stages of decision-

making based on Figure 1. 

2.1.1 Input stage 

At this stage, what was carried out was to enter SMIs data 

and criteria (labor, production capacity, investment value, 

production value, and raw materials) obtained from data 

collection in the Industrial Sector of the Yogyakarta City 

Cooperative and Small and Medium Enterprises Industry 

Office through interviews is all the latest data representing 

data from 2019 to 2021. 

2.1.2 Process stage 

In this stage, carry out the calculation process using the 

MABAC method. 

2.1.3 Output stages 

In this stage, the final results of the alternative ranking of 

decision-making on determining the leading SMIs center were 

obtained. 

2.2 MABAC 

The MABAC Decision Making Method was developed by 

Pamucar and Cirovic [28]. In his research was used namely 

DEMATEL and MABAC, where the DEMATEL method was 

used to get the weight coefficient of the criteria, and the 

MABAC method was used to compute the alternate ranks [28-

30]. The MABAC approach was represented in the definition 

of the distance between each alternative's observed 

functioning criteria and the approximate area’s border. Many 

researchers in recent years have favored this method because 

of its simple operation and accurate calculation results [31-33]. 

MABAC is one a decision making methods part of the 

Multiple Alternative Decision Making (MADM) theory has 

developed, that appraised all alternatives in accordance with 

efficiency values [32]. In addition, the MABAC is defined as 

the distance between the observed functional criteria of each 

alternative and the approximate area's border [34, 35]. Solving 

the decision-making problem by which the selection of the 

best alternative is carried out through several steps that make 

up this process, including identifying the criterion and 

weighing the criteria as well as the alternative rating and 

sensitivity of the analysis of the output results [36-38]. 

Determining the criteria by which the alternative is evaluated 

is among the most crucial parts of the decision-making [39, 

40]. In the decision-making phases of the MABAC method 

work process, entering the process stage, the MABAC method 

work procedure is carried out with the following steps [41-43]: 

(1) Forming a matrix of initial decisions (X) in the first step

was carried out an alternative evaluation of “m” with “n”

criteria. Finally, alternatives are presented with vectors.

𝐴𝑖 = (𝑥𝑖1,𝑥𝑖2,   𝑥𝑖3, …, 𝑥𝑖𝑛) (1) 

where, xij is the value of “i” alternatives by criteria “j” (i=1, 2, 

3, …, m; j=1, 2, 3, …, n). There are n criteria in total, and m is 

an alternative number. 

(2) The fundamental matrix has been a normalized element

(X) of the normalized matrix element (N) is the result of

applying the formula:

Types of benefit criteria 𝑡𝑖𝑗 =
𝑥𝑖𝑗−𝑥𝑖

−

𝑥𝑖
+−𝑥𝑖

− (2) 

Types of cost criteria 𝑡𝑖𝑗 =
𝑥𝑖𝑗−𝑥𝑖

+

𝑥𝑖
−−𝑥𝑖

+
(3) 

where, 𝑥𝑖𝑗, 𝑥𝑖
+ and 𝑥𝑖

− demonstrates the components of the

initial choice matrix (x), where 𝑥𝑖
+  and 𝑥𝑖

−  is defined as

follows: 𝑥𝑖
− = 𝑚𝑎𝑥  (𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑚)  represents the

maximum value of the criteria observed by the alternative. 

𝑥𝑖
+ = 𝑚𝑖𝑛 (𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑚) represents the minimum value

of the criteria observed by the alternative. 

(3) Decision Weight Matrix (V) calculation. Decision

Weight Matrix (V) is calculated according to the formula: 

𝑉𝑖 = ∑(𝑊𝑖 ∗ 𝑡𝑖𝑗)

𝑚

𝑗=1

+ 𝑊𝑖 (4) 

Description: wi=presents normalized matrix elements (n), 

tij=presents the coefficient of the weight of the criterion. 

(4) Calculating the matrix of the border's approximate area

(G): 

𝑔𝑖 = (∏𝑗=1
𝑚 𝑣𝑖𝑗)1/𝑚 (5) 

where, vij displaying matrix with weights elements (V), “m” 

presents the alternatives available in total. 

(5) Calculation of the elements from the matrix alternative

distances from the approximate area of the borders (Q) by the 

Eq. (6): 

𝑄 = 𝑉 − 𝐺 (6) 
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Alternative distances from approximate border areas (qij) 

determined as a Difference Decision Weight Matrix (𝑉) and 

the value of the border estimate area (𝐺). 

(6) Alternate ranking of the process of determining the

criteria's values function with the alternative by Eq. (7) derived 

from the approximate area as the total of the several border 

lengths (qi). Adding up matrix components Q with the line 

obtained the final value of the alternate criteria function. 

𝑆𝑖 = ∑𝑗=1
𝑛 𝑞𝑖𝑗 , 𝑗 = 1,2, … , 𝑛, 𝑖 = 1,2, … , 𝑚 (7) 

where, n denotes the number of criteria and m, the number of 

alternatives [44]. 

3. RESULT AND DISCUSSIONS

3.1 Input stage 

This study had two variables, namely “criteria and 

alternatives.” The criteria for selecting each SMIs according 

to the data obtained are shown in Table 1. 

In Table 1, it can be seen that there are 5 SMIs criteria used. 

Table 2 is SMIs sample data obtained from the Yogyakarta 

City Cooperatives and Small and Medium Enterprises 

Industry Office with ten alternatives to be processed to 

determine superior SMIs centers. 

Table 1. SMIs criteria 

No. Criteria Symbol Description 

1 Labor C1 
The number of workers 

contained in the SMIs. 

2 
Production 

Capacity 
C2 

The number of production 

capacities contained in SMIs. 

3 
Investment 

Value 
C3 

The number of investment 

values contained in the SMIs. 

4 
Production 

Values 
C4 

The number of production 

values contained in the SMIs. 

5 Raw Materials C5 
The number of raw materials 

contained in SMIs. 

Table 2. SMIs sample data 

No. SMIs Symbol C1 C2 C3 C4 C5 

1 Wisma Gorden A1 6 6045 55000 54000 36000 

2 Kota Gede Silver Craft A2 7 22680 15000 596000 56000 

3 Mrs. Santi Blangkon A3 3 12000 40000 201600 138000 

4 Batik Clothes A4 5 2880 2000 64800 50400 

5 Manding Skin Crafts A5 11 4500 5000 289102 156702 

6 Bakpia Pathok 25 A6 9 360 800000 350400 198000 

7 Tailor Furing Bag A7 5 1560 5000 93985 91560 

8 Mr. Yadi's Meatballs A8 4 22680 15000 596000 56000 

9 Average Restaurant A9 20 60000 500000 174000 600000 

10 Bakpia Tugu Jogja A10 10 1920 98150 216000 72000 

3.2 Process stage 

Data on alternative samples of small and medium-sized 

industries from the Yogyakarta, which have been presented in 

Table 3 for the calculation process of superior SMIs centers 

using the MABAC method. 

Table 3. The weighting of SMIs criteria 

No. Criteria 
Weighting 

Criteria 
(%) 

1 Labor (C1) 0.0682 7% 

2 Production Capacity (C2) 0.1324 13% 

3 Production Value (C3) 0.5374 54% 

4 Investment Value (C4) 0.0501 5% 

5 Raw Materials (C5) 0.2119 21% 

Sum 1 100% 

Table 3 represents the SMIs weight criterion as a result of 

the data collection according to the criteria weight coefficient 

scale that has been determined by the Yogyakarta City Office 

of Cooperatives and Small and Medium Industries, then will 

be used in calculations using the MABAC technique to 

determine alternative rankings. 

The process of formation of the initial decision matrix (X) 

determined the value of the normalization matrix according to 

the predetermined fuzzy table [45], as displayed in Table 4. 

Table 4 is the initial decision matrix used in this study. 

Determining the value of the normalization weight matrix 

by determining the benefit type and cost criteria in advance. 

Next, determine the maximum and minimum values in each 

criteria column. Finally, the results were obtained using Eq. (2) 

for the type of benefit criterion and Eq. (3) for the cost criterion, 

as displayed in Table 5. 

Table 4. Initial decision matrix (x) 

No. SMIs C1 C2 C3 C4 C5 

1 A1 6 6045 55000 54000 36000 

2 A2 7 22680 15000 596000 56000 

3 A3 3 12000 40000 201600 138000 

4 A4 5 2880 2000 64800 50400 

5 A5 11 4500 5000 289102 156702 

6 A6 9 360 800000 350400 198000 

7 A7 5 1560 5000 93985 91560 

8 A8 4 22680 15000 596000 56000 

9 A9 20 60000 500000 174000 600000 

10 A10 10 1920 98150 216000 72000 

Type Benefit Benefit Benefit Benefit Cost 

Table 5. Matrix normalization of decision weight (N) 

No. SMIs C1 C2 C3 C4 C5 

1 A1 0.1765 0.0953 0.0664 0.0000 1.0000 

2 A2 0.2353 0.3742 0.0163 1.0000 0.9645 

3 A3 0.0000 0.1952 0.0476 0.2723 0.8191 

4 A4 0.1176 0.0423 0.0000 0.0199 0.9745 

5 A5 0.4706 0.0694 0.0038 0.4338 0.7860 

6 A6 0.3529 0.0000 1.0000 0.5469 0.7128 

7 A7 0.1176 0.0201 0.0038 0.0738 0.9015 

8 A8 0.0588 0.3742 0.0163 1.0000 0.9645 

9 A9 1.0000 1.0000 0.6241 0.2214 0.0000 

10 A10 0.4118 0.0262 0.1205 0.2989 0.9362 

Weight 0.0682 0.1324 0.5374 0.0501 0.2119 
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Table 5 is the result of the calculation of the Matrix 

normalization of Decision Weight (N). 

In the process of calculating the weight of the decision. The 

matrix of the weight of the criterion (W) was multiplied by the 

decision normalization matrix (N) and then added up by the 

weight of the criterion (W). For example. the following was 

the calculation of the weight of the decision using Eq. (4). 

Then the results are obtained as provided in Table 6. 

Table 6 obtained the results of the calculation of the 

decision weight matrix (V). 

Table 6. Matrix of decision weights (V) 

No. SMIs C1 C2 C3 C4 C5 

1 A1 0.0802 0.1450 0.5731 0.0501 0.4238 

2 A2 0.0842 0.1820 0.5462 0.1002 0.4163 

3 A3 0.0682 0.1582 0.5630 0.0637 0.3855 

4 A4 0.0762 0.1380 0.5374 0.0511 0.4184 

5 A5 0.1003 0.1416 0.5394 0.0718 0.3785 

6 A6 0.0923 0.1324 1.0748 0.0775 0.3629 

7 A7 0.0762 0.1351 0.5394 0.0538 0.4029 

8 A8 0.0722 0.1820 0.5462 0.1002 0.4163 

9 A9 0.1364 0.2648 0.8728 0.0612 0.2119 

10 A10 0.0963 0.1359 0.6022 0.0651 0.4103 

Determine the value of the border estimate matrix (G) 

formula to calculate the boundary estimation matrix’s value (G) 

of each criterion using Eq. (5). First, multiply the values on 

each of the same criteria. and then the total multiplication was 

further raised by one per number of alternatives. 

Table 7 is the border estimate matrix value (G). 

Alternate distance matrix element computation using the 

boundary estimate area (Q) to determine the value of the 

boundary alternative distance matrix element based on the 

Border estimate matrix Value (G) using Eq. (6). Then the 

results presented in Table 8. Table 8 obtained the results of the 

calculation of the matrix of alternative distances from the 

approximate border area (Q). 

Table 7. Border estimate matrix value (G) 

SMIs C1 C2 C3 C4 C5 

G 0.0865 0.1578 0.6208 0.0675 0.3763 

Table 8. Alternate distance matrix of the approximate border 

area (Q) 

No. SMIs C1 C2 C3 C4 C5 

1 A1 -0.0063 -0.0127 -0.0477 -0.0174 0.0475 

2 A2 -0.0023 0.0242 -0.0746 0.0327 0.0399 

3 A3 -0.0183 0.0005 -0.0578 -0.0037 0.0091 

4 A4 -0.0103 -0.0198 -0.0834 -0.0164 0.0421 

5 A5 0.0138 -0.0162 -0.0814 0.0044 0.0021 

6 A6 0.0058 -0.0254 0.4540 0.0100 -0.0134

7 A7 -0.0103 -0.0227 -0.0814 -0.0137 0.0266

8 A8 -0.0143 0.0242 -0.0746 0.0327 0.0399

9 A9 0.0499 0.107 0.252 -0.0063 -0.1644

10 A10 0.0098 -0.0219 -0.0186 -0.0024 0.0339

𝑔𝑖 = (∏𝑗=1
𝑚 𝑣𝑖𝑗)1/𝑚

𝐶1 = (0.0802 ∗ 0.0842 ∗ 0.0682 ∗ 0.0762 ∗ 0.1003 ∗ 0.0923

∗ 0.0762 ∗ 0.0722 ∗ 0.1364 ∗ 0.0963)
1

10⁄

= 0.0865 

𝐶2 = (0.1450 ∗ 0.1820 ∗ 0.1582 ∗ 0.1380 ∗ 0.1416 ∗ 0.1324

∗ 0.1351 ∗ 0.1820 ∗ 0.2648 ∗ 0.1359)
1

10⁄

= 0.1578 
𝐶3 = (0.5731 ∗ 0.5462 ∗ 0.5630 ∗ 0.5374 ∗ 0.5394 ∗ 1.0748

∗ 0.5394 ∗ 0.5462 ∗ 0.8728 ∗ 0.6022)
1

10⁄

= 0.6208 
𝐶4 = (0.0501 ∗ 0.1002 ∗ 0.0637 ∗ 0.0511 ∗ 0.0718 ∗ 0.0775

∗ 0.0538 ∗ 0.1002 ∗ 0.0612 ∗ 0.0651)
1

10⁄

= 0.0675 
𝐶5 = (0.4238 ∗ 0.4163 ∗ 0.3855 ∗ 0.4184 ∗ 0.3785 ∗ 0.3629

∗ 0.4029 ∗ 0.4163 ∗ 0.2119 ∗ 0.4103)
1

10⁄

= 0.3763 

Thus obtained calculation G. The results are presented in 

Table 7. 

3.3 Output stage 

Alternative rankings (S) to determine the value of the 

alternative ranking were solved by the Eq. (7). Then the results 

presented in Table 9 are obtained. 

Table 9. Alternative ranking (S) 

No. Alternative S Ranking 

1 A1 -0.0366 6 

2 A2 0.0200 3 

3 A3 -0.0702 7 

4 A4 -0.0878 9 

5 A5 -0.0773 8 

6 A6 0.4310 1 

7 A7 -0.1014 10 

8 A8 0.0079 4 

9 A9 0.2382 2 

10 A10 0.0008 5 

Table 9 is the calculation value of the alternative ranking (S). 

Figure 2. Results of alternative ranking of SMIs 

In Figure 2, the results were obtained, namely Bakpia 

Pathok 25 (A6) ranked 1st; Average Restaurant (A9) in 2nd; 

Kotagede Silver Craft (A2) in 3rd place; Yadi's Meatballs (A8) 

in 4th place; Bakpia Tugu Jogja (A10) in 5th place; Wisma 

Gorden (A1) in 6th place; Mrs. Santi Blangkon (A3) in 7th 

place; Manding Skin Crafts (A5) in 8th place; Batik Clothes 

(A4) in 9th place; and Tailor Furing Bag (A7) in 10th. 

3.4 Precision and accuracy test 

The confusion matrix method was used in testing ranking 

results. A confusion matrix is a prediction matrix that will be 
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compared with the original input data. This formula performed 

calculations with two outputs: Precision and Accuracy. Table 

10 shows the values in the confusion matrix [46]. 

Table 10. Confusion matrix results 

Real Feasible Data Not feasible data Total 

Feasible 10 2 12 

Not feasible 2 48 50 

The values from Table 10 are the data matched in the 

MABAC method with the real data. 12 data that are declared 

FEASIBLE in actual terms are also predicted by MABAC as 

FEASIBLE as many as 10 data (TP). And the remaining 2 data 

are predicted as NOT FEASIBLE (FP). The 50 data declared 

NOT FEASIBLE were predicted as NOT FEASIBLE as many 

as 48 (FN), and the remaining 2 were declared FEASIBLE 

(TN). From Table 10, the following calculations of the values 

of precision and accuracy are carried out. 

Precision: (
𝑇𝑃

𝑇𝑃+𝐹𝑃
) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
(10)

(10+2)
=

10

12
 =0.83333=83.3% 

(8) 

Accuracy: (
𝑇𝑃+𝐹𝑁

𝐹𝑁+𝐹𝑃+𝑇𝑁+𝑇𝑃
) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(10+48)

(48+2+2+10)
=

58

62
 =0.93548=93.5% 

(9) 

Here are the results of the Accuracy and Precision values in 

the MABAC method presented in Table 11. 

Table 11. Precision and accuracy value 

Value Result 

Precision 0.8333 

Accuracy 0.9354 

In Table 11, the Precision value is obtained, 83.3% and the 

accuracy value is 93.5%. 

4. CONCLUSIONS

This study used the MABAC method with criteria, namely 

labor (C1), production capacity (C2), production value (C3). 

investment value (C4). and raw materials (C5). Therefore. it is 

expected to be able to assist in making decisions on 

determining the superior SMIs center. 

This research resulted in the ranking of superior SMIs 

centers, namely Bakpia Pathok 25 (A6) ranked 1st; Average 

Restaurant (A9) in 2nd; Kotagede Silver Craft (A2) in 3rd 

place; Mr. Yadi's Meatballs (A8) in 4th place; Bakpia Tugu 

Jogja (A10) in 5th place; Wisma Gorden (A1) in 6th place; 

Mrs. Santi Blangkon (A3) in 7th place; Manding Skin Crafts 

(A5) in 8th place; Batik Clothes (A4) in 9th place; and Tailor 

Furing Bag (A7) in 10th. 

The confusion matrix according to test results. Precision 

was 83.3% and accuracy was 93.5%. The study results indicate 

that the MABAC methods can be applied to decision-making 

for determining superior SMIs centers. 
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