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Text summarization is the process of creating a short, accurate and fluent summary of a 

longer text document. As plenty of digital data is available online, automatic text 

summarization methods greatly needed to help and understand the lengthy & complex 

documents quickly by discovering the relevant information. This paper proposes the text 

summarization method for short news articles and long scientific papers using unsupervised 

neural network model. The proposed method works in four main steps: input document pre-

processing, feature extraction, feature enhancement and final summary generation. We 

have extracted combination of various statistical and linguistic features from input 

document, which helps in improving the quality of sentence selection. Further Restricted 

Boltzmann Machine (RBM) model is used to capture & enhance the discriminative, abstract 

features in an unsupervised way to improve the overall performance without losing any 

significant information. Sentences are scored based on enhanced feature set and top 

sentences are selected for final extractive summary. Performance of the proposed method 

is evaluated using Rouge score and compared with TextRank, LexRank, LSA & Luhn 

baseline methods and the results demonstrates that proposed methodology performs better 

compared to other methods. 
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1. INTRODUCTION

The availability of internet-enabled technologies is bringing 

information from all sources around the world and generating 

data at an enormous rate. This rapid volume of data available 

on the internet has piqued researchers' interest in developing 

techniques for condensing it into a useful summary [1]. 

Because of the widespread availability of internet-based 

information including the digitalization of books, online news 

articles, scientific papers, and blogs, extracting important 

information from massive datasets has become infeasible. 

Manual data analysis takes so much time and effort, there is a 

growing demand for automatic summary generation from text 

documents to classify, understand, and present data in a 

concise manner [2]. The text summarization techniques can be 

classified in numerous ways like based on input document, 

single or multi, based on output summary, i.e., abstractive or 

extractive and query based or generic summarization. 

Based on the summary generated, text summarization can 

be divided into two categories: extractive and abstractive 

summarization. In extractive summarization, important 

sentences are selected from the original document only, while 

the abstractive summary contains new words and phrases apart 

from the original content, these summaries are more like 

human summary. These techniques are more challenging 

compared to extractive summarization [3]. In this research 

work, we follow the extractive methodology to implement & 

develop a text summarization technique for short as well as 

long document like news articles, descriptions, factual reports, 

and long scientific articles. We have proposed and developed 

an unsupervised approach for single document summarization 

using RBM neural network architecture. 

Restricted Boltzmann Machines (RBMs), proposed by 

Geoffrey Hinton in 2007 [4], are generative neural network 

models for unsupervised learning, which can learn a 

probability distribution over its set of inputs. In recent years, 

RBM are used in various applications like dimensionality 

reduction, feature learning, classification, topic modeling and 

collaborative filtering, depending on task they can be trained 

as supervised or unsupervised ways. RBM model consists of 

two layers of binary units: the first layer is the visible layer, to 

represent the input data and the second is hidden layer to 

increase the learning capacity. Most of the times, input data 

has hidden information which is not captured by feature 

extraction. The RBM model maps these simple or low-level 

features into a complex feature representation, i.e., RBM 

model the variation among the correlated variables of an input 

document. 

This paper aims to propose an approach by referencing the 

architecture of RBM neural network model. The proposed 

approach has four main important phases: Preprocessing of 

input text, Feature extraction, Feature enhancements using 

RBM model and Final Summary Generation. We have 

implemented the RBM model from scratch on BBC News 

dataset and Scientific articles. Eleven important features are 

extracted from all input documents, features are enhanced 

using RBM model, based on the enhanced feature score, the 

important sentences are selected, and final summary is 

generated. The performance of proposed algorithm is 

compared with baseline unsupervised models TexRank [5], 

LexRank [6], LSA [7] & Luhn [8] based on Precision, Recall 
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and F1 score. The entire paper is covered in five sections: 

Section 1 Introduction, Section 2 presents the detailed 

literature and the use of various unsupervised techniques in 

summarizing the documents, Section 3 explains the proposed 

methodology step-by-step, section 4 is used to report the 

study's findings and results, and section.5 concludes the study 

with a discussion and future research works. 

2. LITERATURE REVIEW

The Extractive text summarization system generate a 

summary that has a few important sentences selected from the 

original input documents. The research in this field has begun 

from the early sixties and until now it is going on. There is a 

great improvement in the research of text summarization in 

terms of representation of input document, different feature 

extraction techniques, sentence selection strategies, and 

various datasets. Extractive summarization is divided into five 

main subcategories by Gambhir and Gupta [3]. They are 

statistical, graph-based, topic-based, machine-learning-based, 

and discourse-based approaches. Recent research in text 

summarization in extractive as well as abstractive has inclined 

towards various Neural Network models and Deep Learning 

models [9]. 

The Extractive summarization method extract the sentences 

from the source document based on different keywords and 

features. Earlier techniques of automatic text summarization 

were based on statistical approaches. Based on surface-level 

features such as words and sentences, which determines which 

parts of a text are important and relevant. Luhn [8] explains 

the phenomenon of frequent words playing a role in the 

categorization of relevant and nonrelevant words which 

ultimately decides the distance between relevant words, in one 

of the most often used extractive automatic text summarization 

algorithms. Term Frequency-Inverse Document Frequency 

(TF-IDF) is another type of statistical-based approach, and it 

works on the frequency of words in the given documents. The 

term frequency score is calculated by adding the frequency of 

terms appearing in a sentence [10].  

In semantic-based approach Latent Semantic Analysis 

(LSA) it works on semantic principles to analyze the 

relationships between different words and documents, LSA 

learns latent features and topics by executing singular value 

decomposition (SVD) on a term-document matrix [7]. Another 

technique in text summarization is the graph-based technique. 

These techniques are being extensively used in text 

summarization since document structures are efficiently 

represented by graphs. The TextRank [5] and LexRank [6] are 

the modified version of the PageRank algorithm to score 

sentences. Both are unsupervised, iterative ranking algorithms 

calculate the sentence correlation and determines the total 

relevance of sentences. 

Researchers consider the text summarization task not only 

from statistical graph or NLP point of view but also as a 

machine learning task. Most machine learning methods 

consider the summarization problem as a binary classification 

task [11]. The important sentences chosen for summary 

generation are labelled as positive in this process, while the 

remaining sentences which are not important are labelled as 

negative (or neutral). Then, on the tagged data, ML algorithms 

such as logistic regression, neural networks and support vector 

machines, etc. are used to predict the likelihood of selecting 

the remaining sentences for a summary generation. Hidden 

Markov model (HMM) [12], conditional random fields (CRF) 

[13] are other important and significant approaches in machine

learning to improving the performance of extractive text

summarization. In contrast, the most recent techniques in text

summarization are neural network and deep learning models.

Traditional machine learning approaches like TF-IDF, text 

rank, and LSA are used in conjunction with manual feature 

engineering methods to produce better results in text 

summarization tasks. Since 2016, several authors have 

attempted to generate summaries using neural network-based 

algorithms. Performance of the complex task like machine 

translation, summarization, and question answering is also 

improved to a great extent. In this technique, words and 

sentences are often represented in vector form, the neural 

network learns to capture the semantic meaning between the 

words using the vector calculus operations. Various neural 

network models are used for text summarizatioin task like 

Multi-layer perceptron (MLP), Restricted Boltzmann 

machines [14], Convolution Neural network (CNN) [15] and 

Recurrent Neural network (RNN) [9]. In the study [16], author 

have extracted the statistical features and feature enhancement 

is done by RBM method to improve a summarization model’s 

efficiency. The authors [17] have combined RBM with fuzzy 

logic for improving the accuracy of text summarization. 

Sentence-Centroid similarity and thematic words were used to 

improve the connectivity of the sentences, contributing to the 

model’s high accuracy.  

RNN, Long short term memory (LSTM) Sequence to 

sequence encoder decoder architectures are also used in 

extractive as well abstractive text summarization tasks [9]. 

These architectures process the input text sequentially, so 

cannot handle the long sequences very well and takes large 

time for training. To overcome this transformer neural network 

architecture [18] was introduced, they have an encoder-

decoder architecture similar to RNN, but the difference is that 

the input sequence can be passed in parallel instead of 

sequentially. Extension to this language model, google has 

introduced state of art model BERT- Bidirectional Encoder 

Representation for Transformers [19]. BERT combines both 

word and sentence representations in a single very large 

transformer. It is pretrained on vast amounts of text, with an 

unsupervised objective of masked language modeling and 

next-sentence prediction and can be fine-tuned with various 

task-specific objectives. These language models have shown 

the great improvement in the high-end complex NLP tasks like 

Abstractive Text summarization [20], text classification [21], 

and many more. No doubt performance is up to the mark but 

to fine tune for any specific task, it needs lot of resources like 

high end GPU’s. 

To summarize the above literature survey about text 

summarization, survey of literature revealed that the accuracy 

of extractive text summarization can be improved using 

enhanced statistical and linguistic feature selection and pre-

processing of the data in a unsupervised way. In this study, we 

aim to deploy RBM for enhancing the feature selection for text 

summarization. The purpose of using RBM is due to the 

factors of computational efficiency and expressive enough to 

encode any distribution. 

3. PROPOSED METHODOLOGY

Extractive summarization usually suffers from three 

challenges, first ranking the words or sentences, the second 
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challenge is selecting the subset of sentences from ranked 

sentences and third is ensuring the coherence between the 

generated summaries to avoid disconnections between the 

generated text or summary. Our approach overcomes the 

ranking of sentences issue by selecting the eleven features 

which are used to score and re-order sentences from the 

paragraphs. The second issue of selecting the sentences can be 

over by considering the top n sentences with high sentence 

scores, and sentence scores with respect to paragraph. The 

third challenge of achieving coherence and the meaning of the 

generated text can be measured using the ROUGE score and 

manually verification of some of the generated summaries 

with source documents. Figure 1 shows the various steps of 

the methodology used for extractive text summarization using 

the RBM method. Initially, the text is preprocessed; important 

features are extracted from preprocessed text. Features are 

then enhanced using the RBM method. Finally, the sentences 

are scored and important sentences are extracted. 

Figure 1. Proposed methodology 

3.1 About the dataset 

We have used the BBC news summary dataset [22] 

consisting of articles from five different domains, there are 

2225 documents in total across the business, entertainment, 

politics, sport and technical domains published between 2004 

to 2005.  

3.2 Data pre-processing 

This includes a set of operations to remove noise, imbalance, 

special characters and stop words from the text. This improves 

the model’s accuracy by eliminating unnecessary information 

from the data. Data preprocessing is very important, properly 

labelled and tuned data has been shown to improve ML models’ 

accuracy. The real world includes special characters, stop 

words, a lot of inconsistent and irrelevant information, missing 

values and class imbalance issues. Pre-processing eliminates 

irrelevant and unwanted words, phrases, and characters, it 

helps to improve the quality of data before applying ML or 

data mining algorithms. The following set of pre-processing 

operations is performed on the data. 

3.2.1 Sentence splitting and tokenization 

This process splits long text into a short text. The text which 

in paragraphs is split into no. of sentences and again sentences 

are divided into words until no further division is possible. The 

words are usually represented as tokens, and each token is 

assigned a separate array or vector value. Usually, a sentence 

starts with a word with a capital letter and ends with a full stop 

(.). The NLTK library available in Python programming 

language is used to split the text into multiple sentences. 

3.2.2 Part of speech tagging 

It is a process of assigning each word a Parts of Speech (PoS) 

tag-based on the existing dictionary and rules. Sometimes 

assigning the PoS tag to a word becomes difficult due to the 

ambiguity of English words. There are many algorithms to 

assign a PoS tag to the tokens, we have used the Stanford PoS 

tagger for assigning the PoS tagging work. 

3.2.3 Stop word and punctuation Filtering 

Stop words are meaningless and frequent words in the 

document that do not contain any important information 

related to the given topic. The presence of stop words might 

increase processing time and they are often causing a reduction 

in the model’s accuracy. The NLTK module has more than 40 

common stop words used in English, and we can add or 

remove specific stop words using append, extend, and remove 

functions. After removing the stop words all punctuation 

marks such as [,.\_/:;<>+*] are removed to improve the useful 

content in the text. 

3.2.4 Word normalization 

In the normalisation process, the inflectional form of a word 

is removed during the normalisation process so that the base 

form can be obtained. 

3.3 Feature extraction 

After preprocessing, the next step is to extract features from 

the newly generated text. This technique transforms textual 

data into a numerical format so that ML algorithms can 

process the data easily. Feature engineering computes the 

weight of each feature and selects the top features which are 

having close association with the target variable. These 

features are stored as vectors and a sentence feature matrix is 

generated. Various combinations of features are tried, and the 

11 most suitable features are selected for the input documents. 

We discuss various feature extraction techniques in the 

following paragraphs. 

3.3.1 Sentence position 

The importance of a sentence for the summary can be 

determined by its placement. Some studies have mentioned 

that the first and last sentences of a document are usually the 

most important [23]. These sentences usually carry important 

information about what, why and when something has 

happened. So, based on the mathematical equation (1), the 

sentence score is calculated. 

Sentence_Position = 

{
1, 𝑖𝑓 𝑖𝑡 𝑖𝑠 𝑓𝑖𝑟𝑠𝑡 𝑜𝑟 𝑙𝑎𝑠𝑡 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑜𝑓 𝑎 𝑡𝑒𝑥𝑡.

𝑒𝑙𝑠𝑒 cos ((𝑠𝑒𝑛_𝑝𝑜𝑠 − 𝑚𝑖𝑛)((
1

𝑚𝑎𝑥
) − 𝑚𝑖𝑛))

(1) 

3.3.2 Sentence position w.r.to paragraph 

Baxendal [24] study has looked at 200 paragraphs and 

discovered that the theme sentence was the first sentence in 85 

percent of the cases and the last sentence in 7% of the cases. 

The first and end sentences in the paragraph convey important 
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information, so this feature is described as: 

Sen_Pos_in_para = 

{
1, 𝑖𝑓 𝑖𝑡 𝑖𝑠 𝑎𝑓𝑖𝑟𝑠𝑡 𝑎𝑛𝑑 𝑙𝑎𝑠𝑡 𝑝𝑎𝑟𝑎𝑔𝑟𝑎𝑝ℎ 𝑖𝑛 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(2) 

3.3.3 Sentence_length 

The sentence length score helps to sort out sentences which 

are too small that don't provide much information. We have 

considered the following equation to rule out short sentences 

Sentence_length = 

{
0, 𝑖𝑓 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑠 𝑙𝑒𝑠𝑠 𝑡ℎ𝑎𝑛 3

𝑒𝑙𝑠𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒
(3) 

3.3.4 Proper noun score 

A proper noun is a name or a location that has a unique 

identity. Nouns carry a lot of information about the event who, 

what and when something has been done. Initially text is 

preprocessed and NLTK library POS tagger is used for tagging 

the text and from tagged text, score of proper noun is 

calculated.  

Proper noun score= 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑜𝑝𝑒𝑟 𝑛𝑜𝑢𝑛 𝑖𝑛 𝑡𝑎𝑔𝑔𝑒𝑑 𝑆𝑖

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑡𝑎𝑔𝑔𝑒𝑑 𝑆𝑖
(4) 

where, Si refers to ith sentence in the given text. 

3.3.5 Number of numerals 

Since the numbers in a text represent facts, having phrases 

with exact numeric values is crucial. The following formula 

can be used to calculate the number of numerical. 

Number of numerals=
𝐧𝐨.𝐨𝐟 𝐧𝐮𝐦𝐞𝐫𝐢𝐜𝐚𝐥 𝐢𝐧 𝐬𝐞𝐧𝐭𝐞𝐧𝐜𝐞𝐢

𝐭𝐨𝐭𝐚𝐥 𝐧𝐨.𝐨𝐟 𝐰𝐨𝐫𝐝𝐬 𝐢𝐧 𝐬𝐞𝐧𝐭𝐞𝐧𝐜𝐞𝐢
(5) 

3.3.6 Number of thematic words 

The top ten most frequently used words in a sentence are 

called thematic terms. Thematic words reveal the context of 

the given text such as playing cricket, accident on the highway, 

stock price increase etc. We have followed Kupiec et al. [25] 

proposed method of identifying thematic words which 

explains that top n frequent in a document can be considered 

as thematic words. 

Thematic-words = 
𝐍𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐭𝐡𝐞𝐦𝐚𝐭𝐢𝐜 𝐰𝐨𝐫𝐝𝐬 𝐢𝐧 𝑺𝒊

𝐓𝐨𝐭𝐚𝐥 𝐧𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐰𝐨𝐫𝐝𝐬 
(6) 

3.3.7 Centroid - Similarity 

The sentence with a maximum term – frequency and 

inverse-sentence-frequency is known as a centroid sentence. 

One sentence from the entire document is used as the centroid 

in the sentence to centroid feature and the cosine similarity of 

each sentence is computed with that sentence. 

Centroid - Similarity=cosine_similarity (centroidi, 

sentencei) 
(7) 

where, 1<=i<=N, N is the total no. of sentences in the 

document, centroid_featurei is the centroid feature of ith

sentence and sentencei is ith sentence of the document. 

3.3.8 TF-ISF 

Term frequency - Inverse Sentence frequency, or TF-ISF, is 

a term frequency-inverse sentence frequency that works 

similarly to TF-IDF term frequency-inverse document 

frequency. Each word's frequency in a sentence is multiplied 

by the total number of times that word appears in all other 

sentences. The product is computed and totalled across all 

words. 

TF_ISF = 
log (∑ 𝑇𝐹∗𝐼𝑆𝐹)𝑎𝑙𝑙 𝑤𝑜𝑟𝑑𝑠

𝑇𝑜𝑡𝑎𝑙 𝑊𝑜𝑟𝑑𝑠
(8) 

3.3.9 Named entities 

For named entities, in each sentence, we count the number 

of the mentioned and identified entities. Sentences containing 

references to individuals, such as a company or a group of 

individuals, are generally important to comprehend an actual 

report in a certain way. The SpaCy library available in Python 

programming language is used automatically identify the 

entities from the given text. This approach was inspired by the 

study conducted by Nobata et al. [26]. 

3.3.10 Noun and verb phrases 

In text summarization, sentences containing a greater 

number of verb and noun phrases are considered as important 

sentences and should be included in the summary [27]. Noun 

and verb chunking can be used to extract the important noun 

and verb phrases. Here we have used the Stanford POS tagger 

for identifying the important verb and noun phrases. 

3.3.11 Sentence reference index 

A sentence that comes before a sentence with a pronominal 

reference is given more weight in this index [28]. If a sentence 

contains a pronoun, the preceding sentence's weight is 

increased using a list of pronouns. All of the above features are 

extracted for all of the sentences in the document, and a 

sentence to feature matrix is created. 

3.4 Feature enhancement using Restricted Boltzmann 

Machine 

As mentioned in the above paragraph, 11 features were 

selected to prioritize the sentences. A ‘11’x ‘n’ feature-

sentence which is then fed to RBM for generating complex 

selection criteria based on the simple feature matrix. Our 

approach to extractive summarization is by enhancing the 

feature set using RBM, which is capable of capturing, and 

learning internal representations from a set of inputs using a 

probability distribution. The Figure 2 shows the generic RBM 

neural network model. RBM is a two-layered artificial neural 

network; with the visible layer (input nodes) being the first 

layer and the hidden layer is the second (hidden nodes). The 

bias node is connected to every hidden node. In the visible 

layer, the input nodes are unrelated to one another. 

Furthermore, hidden nodes in the hidden layer are unrelated to 

one another. Because of the limited connections, the network 

is known as the Restricted-Boltzmann-Machine. Training of 

RBM is performed using stochastic gradient descent method.  

During the learning process, we sample using the Persistent 

Contrastive Divergence (PCD) technique [29]. We utilized the 

PCD approach to train the RBM for 5 epochs with a batch size 

of 4 and 4 parallel Gibbs Chains. Each sentence's feature 

vector is sent via the hidden layer, where acquired weights are 

multiplied by feature vector values for each sentence, and a 

bias value is added to all feature vector values, which is also 

learned by the RBM. Finally, we have a modified and 

improved matrix. It is important to note that the RBM will 

need to be retrained for each new document to be summarized. 
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Figure 2. Graphical representations of RBM 

To improve and enhance the extracted features of the input 

text document, this sentence feature matrix is passed through 

RBM, where these feature values are multiplied by randomly 

produced weights, and one bias value which is also randomly 

produced and added for all the sentences, then the sigmoid 

activation function is applied to produce the output. 
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where, σ(x) the sigmoid activation function, wij is randomly 

generated weights and bi is the bias. Following that, the RBM 

model continues to reconstruct data on its own in an 

unsupervised way. This is achieved by reversing the preceding 

procedure, in which the hidden layer becomes the input layer, 

with activations serving as the new input. The prior weights 

linked with the visible layer nodes are then multiplied by these 

activations, and the results are added to the visible layer bias 

at each visible node. As a result, the generated outputs are 

called reconstructions, and they are matched with the original 

input.  

The likelihood probability of activation of a visible unit sj is 

given as: 
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3.5 Summary generation 

The text summary generation steps are given in Figure 3. 

All the sentence features are enhanced using the RBM model, 

and then the sentence score for all the sentences is calculated 

by adding all the feature scores. All sentences are arranged in 

decreasing order of their feature score. The first top sentence 

is always added in the final summary as it is highly informative. 

Then rest top 50% of the remaining sentences are included 

with the first sentence to form the final extractive summary. 

Figure 3. Summary generation steps 

4. RESULTS AND DISCUSSION

The experimentation is done in Python. BBC news dataset 

& long scientific documents are used for experimentation, 

initially, each document is pre-processed and different 

linguistic and Statistical features are found. Features are 

enhanced using the RBM model and then each sentence is 

cored based on the features and the top sentences are selected 

as the final summary. 

4.1 Performance evaluation 

To evaluate the performance of the model ROUGE score 

[30] parameters are used. The ‘precision is the quantity of right

information recovered by a system compared to what it has

recovered’, i.e., it is the ratio given in the equation below:

𝑃 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
(11) 

Precision is computed as the number of overlapping n-

grams in both the model output summary and reference 

summary by the total number of n-grams in the model 

summary. Recall is the quantity of right information recovered 

by a system compared to what it should recover, given in the 

equation below: 

𝑅 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
(12) 

Recall is computed as the number of overlapping n-grams 

in both the model output summary and reference summary by 

the total number of n-grams in the reference summary. f-score 

is a trade-off between precision & recall, given below: 

𝐹 =
2 ∗ 𝑃 ∗ 𝑅

𝑃 + 𝑅
(13) 

BBC news dataset and long scientific articles are used for 

experimentation. The BBC news dataset contains various 

documents from various diverse domains such as politics, 

technology, sports, business and entertainment along with 

781



human-generated summaries for each document. The 

performance of the RBM proposed methodology is compared 

with the performance of other state of art extractive 

summarization algorithms such as TextRank [5], LexRank [6], 

LSA [7] and Luhn [8]. Each document is summarized with 

these four different summarization techniques. At ten percent, 

twenty percent, thirty percent, forty percent, and fifty percent 

of the document's length, we extracted the top-ranked sentence 

to build a summary. The goal of testing with different 

percentage levels is to see how different techniques perform. 

We compared and contrasted each system summary with its 

associated reference summary. The ROUGE score is used for 

the evaluation of generated summary. ROUGE score includes 

precision, recall and f-measure. The results show that the 

proposed method outperforms all of the previous approaches. 

Figure 4. Recall values corresponding to document length of 

various documents 

Figure 5. F1-score values corresponding to document length 

of various documents 

Figure 6. Precision values corresponding to document length 

of various documents 

Figure 7. Comparison of performance of various methods on 

the given dataset 

Figure 8. Feature sum versus enhanced sum for each 

sentence 

The Recall score of several documents is shown in Figure 4. 

The recall is calculated by dividing the number of common 

words between the model generated summary by the size of 

the reference summary. It indicates how much of the reference 

summary has been covered by the model generated summary. 

Luhn's model has the lowest recall value, resulting in poor 

performance. 

The F1 score of several documents is shown in Figure 5. At 

10%, 20%, 30%, and 40% of document length, we receive low 

F-Measure scores for the Tex-rank, Lex Rank, LSA, and Luhn,

indicating that the model-generated summaries are not very

useful. When comparing the other stated method to the RBM

model in terms of F-Measure, the other model falls short of the

RBM model. As can be observed from the graph above, our

current strategy produces a positive F1-Score when compared

to the previous approaches.

The precision score of various documents is shown in 

Figure 6. Precision is calculated by dividing the number of 

common terms in the model generated summary by the size of 

the model generated summary. As a result, precision offers us 

a notion of the model-generated summary's relevancy and 

conciseness. We acquire great precision when we extract the 

top-ranked sentence from the document to produce a summary 

at 10% of the document length. 

The Figure 7 shows the comparison of the performance of 

various approaches on the same BBC dataset. Our proposed 

approach which is on the right-hand side in Figure 8 as an 

average F1 score value of 0.58 which is higher than the Tax 

rank, Lax Rank, LSA, and Luhn’s approaches. Hence, the 

proposed methodology gives a better F1 Score than all other 

techniques stated above. The proposed approach has an 

average precision value of 0.70 which are higher than the Tax 

rank, Lax Rank, LSA, and Luhn’s approaches. Hence, the 

proposed methodology gives better precision than all other 
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techniques stated above. The proposed approach has also 

achieved an average recall value of 0.56 which are higher than 

the Tax rank, Lax Rank, LSA, and Luhn’s approaches. Based 

on the above three metrics, we can conclude that the proposed 

methodology gives better recall than all other techniques 

stated above. 

The Figure 8 shows the values of feature sum and enhanced 

feature sum for each sentence of one such document. The 

Restricted Boltzmann Machine has extracted a hierarchical 

representation out of data that initially did not have much 

variation, hence discovering the latent factors. 

4.2 Scientific paper summary analysis 

Instead of verifying the accuracy of our proposed approach 

on the BBC dataset, we have also measure the effectiveness of 

proposed method on long documents. To perform the analysis, 

we have taken a total of ten scientific research articles from 

the computer science domain of different length. Just like the 

abstract in a research paper, the purpose of summarizing the 

research paper is to give the audience a brief overview of what 

that study says. The summary is generated for each heading 

such as introduction, literature survey, method, etc.  

The Table 1 shows the average values of Precision, recall 

and f1 score of all methods on the ten scientific papers.  Ten 

different scientific papers are taken from different repositories 

of varying lengths. For gold summary, we have manually 

marked the important sentences to measure the rouge score be. 

As scientific documents have a specific structure, for the 

summary generation we have not considered the abstract and 

conclusion section. As we can see, performance of proposed 

method is best for long document also. The proposed approach 

has an F1 score value of 0.72 average precision value of 0.68, 

and a recall value of 0.78, which are higher than the Tax rank, 

Lax Rank, LSA, and Luhn’s approach. Hence, the proposed 

methodology gives better recall than all other techniques 

stated above. 

Table 1. Precision, recall & F1 score values 

Methods 
Average Score 

Precision Recall F1-score 

TextRank 0.57 0.62 0.59 

LexRank 0.52 0.63 0.56 

LSA 0.47 0.6 0.52 

Luhn 0.51 0.63 0.56 

RBM 0.68 0.78 0.72 

5. CONCLUSIONS

The performance of an unsupervised extractive text 

summarization methodology based on RBM neural networks 

is evaluated using the BBC dataset and a few examples of 

scientific papers to ensure that it is practical. Because each 

document is unique in its own way, the algorithm works 

separately for each of the input documents. RBM has the 

advantage of being computationally efficient, so it can be used 

for single or multiple documents. Each document has different 

semantically driven features extracted, and a feature-sentence 

matrix was created as an input to RBM. RMB then subjected 

the input feature matrix to complex iterations to develop 

optimal ranking criteria. Both small and long document 

datasets were used to test the proposed methodology. In both 

cases, the proposed methodology produced an effective 

summary is produced. We compared our model to other 

existing techniques using the ROUGE1 score, and the results 

show that our model produces better results than the other 

techniques. The proposed methodology could be used to 

summarise multiple documents from different domains. 

Future studies can adopt to extract domain-specific features 

and adjust the hyperparameters of RBM for achieving high 

accuracy. 
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