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Detecting small objects using computer vision is a challenging task due to their small size 

in the image and therefore the lack of features when describing them. In this paper, a 

computer was trained to detect three small balls using 20 levels of the AdaBoost cascade 

classifier. The features of the balls in each level are described using the HOG feature 

descriptor. Three balls were recorded in practice at various distances (d = 2, 3, 4, ..., 10 m) 

from the camera and the targets (balls). The frames are then taken from the videos and 

resized using five magnification factors (RS = 1, 3, 5, 7, and 9) to make the balls seem as 

they should. According to the results, the detection rate of balls at all distances was 80% 

when using the magnification factor RS = 1, 90% when using the magnification factor RS 

= 3, 5, and 7, and 100% when using the magnification factor RS = 9. The suggested 

approach was also used in calculating the height and width of the detected balls. The overall 

results indicated that the height and width of the balls dwindle as the distance between the 

camera and the targets increases. 
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1. INTRODUCTION

Computer vision is a branch of research that enables 

machines to process, analyze, and interpret the content of 

digital images and videos in order to perceive visuals similarly 

to humans. It lets a computer recognize and detect objects in 

images, in other words [1, 2]. Object detection is determining 

a possible location of region of interest (ROI) in input image 

or in real time video [3, 4]. It is basic step to all analysis 

methods such as object recognition and object tracking. The 

objective of object detection is to determine the location of 

ROI in digital images and surround it with a bounding box [5]. 

Object detection is the most challenging task in computer 

vision as it is deal with detecting instances of visual objects in 

digital images, determine object angle, with respect to lighting 

condition of the scene contained the ROI. Hence, a 

computational models and techniques developed with the help 

of computer vision to enable computer understanding digital 

images and react suitably [6]. Numerous machine learning-

based computer vision algorithms have been developed to 

detect objects in image such as cascade classifier to detect 

objects. A cascade of classifiers is a degenerated decision tree 

consist of levels of increasing complexity where at first level 

a classifier is trained to detect almost all ROI and triggers 

evaluation of classifier of second level which is also been 

modified to achieve very high detection rate. A positive result 

from the second level triggers a third level, and so on [7]. 

Object detection is one of the vital research topics as it used 

wide range of application such as intelligent surveillance [8, 

9], home automation [10], manufacturing [11], and healthcare 

[12]. There is other common application like face detection 

[13], character recognition [14], autonomous driving [15], 

hand gesture recognition [16], etc. 

As the widespread range of object detection application, 

many researchers developing different methods and algorithm 

in this topic such as: Joseph and Pradeep [17] suggested a 

method to detect and track object in a video. The detection of 

the object performed using supported vector machine SVM 

classifier. Where, the Histogram of Oriented Gradients (HOG) 

feature is used beside with the classifier to distinguish object 

from the background. While Shah et al. [18] proposed an 

algorithm to detect green ball in real-time video using image 

processing techniques. They employed Gaussian blur to 

identify the color of the ball, and a contour of the identified 

color of the object to detect its shape. However, in scenarios 

with busy backgrounds, a false ball detection occurred. 

Chowdhury et al. [19] suggested an algorithm to detect cups 

in images based on Viola Jones algorithm. During the training 

stage, they applied their algorithm to a collection of positive 

and negative datasets that they downloaded from the internet. 

The detection accuracy of their suggested approach was 

improved by increasing the positive and negative datasets. 

Sultana et al. [20] addressed a method to detect object in image 

using HOG feature and template matching technique. Where, 

the cross-correlation between HOG feature descriptor and the 

template is used. However, they note that the results are poor 

when the template image objects are not part of the original 

image. Nugraha et al. [21] introduced a ball detection system 

using humanoid robot. The camera in robot captured frame of 

the ball, then the ball detected basing on a computer-training 

model. Their detection model trained using YOLOv3 (you 

look only once) method. The ball could be detected by their 

suggested technique up to 90 cm away from the robot. 

This work aims to track and detect objects at various ranges, 

such balls or spherical forms. These targets may be seen in the 

images and videos that were taken. It also focuses on analyzing 

and estimating the ball's height and width in relation to its 

distance from the observation position.  
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2. TARGET DETECTION

Ball is considered as small object and can be detect using 

cascade learning method. The computer is trained to detect 

ball using cascade of multiple levels. In each level, ball 

features extracted using histogram of oriented gradients (HOG) 

feature descriptor considered as weak features. Weak features 

are weak classifiers obtained by weak learners that the 

AdaBoost algorithm can produce. Here, each weak learner is 

used to select a single HOG feature (the best feature to separate 

positive and negative samples). To select a small number of 

features, AdaBoost is used, which is based on a cascade of 

weak classifier level by level. All training samples, whether 

positive and negative, start off with the same particular value 

termed "weight." The weak classifier is trained using a single 

feature in the initial iteration of the algorithm. The weights are 

changed for the second iteration (the new selected feature), 

and the samples that the first iteration incorrectly categorised 

receive greater weights [7, 22, 23]. AdaBoost algorithm is 

used along with cascade classifier to combine the weak 

features that extracted from each level in order to obtain strong 

feature used to classify ball in input images [19]. 

2.1 HOG feature descriptor 

The HOG is a feature descriptor introduced by Dalal and 

Triggs [24]. It is used to characterize ROI in an input image by 

pixel gradient distribution to conceive set of features [25, 26]. 

The essential idea of HOG is the division of an input image 

into blocks of size 8x8 pixels. The gradient magnitude and 

orientation for each block's individual pixels are constructed. 

A 9-bin (ranging from 0° to 180° with a step of 20°) histogram 

of the oriented gradient computation for each block in the 

image based on the orientation and magnitude matrices Each 

bin is a vector feature [27]. It is also helpful to contrast-

normalize the local responses before utilizing them for 

improved invariance to light, shadowing, etc. To do this, it is 

possible to collect a measure of local histogram "energy" over 

a greater number of spatial areas (blocks), and then use the 

data to normalize each cell in the block. The HOG descriptors 

are normalized descriptor blocks in which each detection 

window is split into cells with a size of 8 by 8 pixels for the 

input image and each group of 2 x 2 cells (16 x 16) is integrated 

into a block in a sliding manner so that blocks overlap [24]. 

Each cell consists of a 9-bin HOG, and each block contains a 

concatenated vector of all its cells. Each block is thus 

represented by a 36-features vector that is normalized to an L2 

unit length. Each 64 × 128 detection window is represented by 

7 × 15 blocks, giving a total of 3780 features per detection 

window [24, 28]. The HOG features for an input image 

illustrated in Figure 1. 

Figure 1. Sample of the input image and its HOG 

2.2 Boosted cascade classifier 

Cascade classifier is a special case of ensemble learning. It 

is used to detect objects by extracting set of object features 

using multiple levels. Where, each level is an ensemble of 

weak classifiers [27]. The ROI detected by sliding window 

over the entire input image. At each level, the classifier trained 

to label all ROI and background in image using single feature. 

If the value of the feature corresponds a sub-region, then the 

region is classified as positive (containing ROI). Otherwise, 

the sub-region classified as negative (background). The 

positive results from current stage triggers evaluation of 

classifier of next stage. While, the negative results are rejected 

immediately and the classification of the region with negative 

results is completed [29]. The overall form of detection 

process of all levels is called "cascade". The cascade 

considered as single classifier as combine the weak classifier 

of all levels. AdaBoost algorithm [30] is used to combine weak 

classifiers from all levels to obtain strong classifier. The strong 

classifier is strong features used to detect ROI in images or 

real-time video [2]. The weak classifiers are obtained in a 

series of sequentially re-weighted updates of the training data 

[24]. According to [7], a weak classifier (Fw) using a single 

Haar feature (f) is as follows: 

𝐹𝑤(𝑥) = {
1    𝑝𝑓(𝑥) < 𝑝 𝑡ℎ
0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(1) 

where: x is a 24×24 sub-window, (th) is the threshold that 

decides whether (x) should be classified as a positive object 

(ball) or a negative object (non-ball), and p∈{1,-1} is a 

polarity term indicating the direction of inequality. Using the 

weighted sum of all weak classifiers, a single AdaBoost 

combines all weak classifiers (weak features) from all 

iterations to produce one strong classifier (strong feature) [24]. 

3. IMAGING SETUP AND TOOLS USED

In all, nine videos of three blue balls were recorded; the 

videos differ by the distance between the balls and the camera. 

As seen in Figure 2, the equipment utilized to record videos is 

as follows: 

●A 13 megapixels, f/1.9 aperture Sony Exmor RS IMX258

rear camera of Samsung Galaxy J7 Prime mobile. 

●Stand of height (170 Cm).

●Three similar blue balls of circumference (62 Cm).

Figure 2. Utilized tools 

The imaging system setup in this work (illustrated in Figure 

3) was done in a, (44m length and 24m width), five-a-side

football stadium located in Diyala Governorate, Muqdadiya

District. Where the camera used to recorded nine videos (vid1,

vid2, vid3, ..., vid9) of three blue balls set in horizontal level
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at distance 1m between each other. The videos differ by 

differing the distance (d) between camera and balls level. The 

distances (d) between camera and ball used to recorded the 

videos were: vid1 at d=2m, vid2 at d=3m, vid3 at d=4m, ..., 

vid9 at d=10m). Hence, each video is recorded at a fixed 

specific distance between camera and balls level. Figure 4 

shows nine frames extracted from the nine videos to clarify the 

variable distance between the camera and the balls. The frames 

have the same size and viewing angle regardless of how far 

apart the balls are from the camera, whereas the resolution of 

the images varies depending on the change in the distance 

between the camera and the balls. The videos recorded in a day 

lighting on 16/11/2021 at 03:30 pm. 

Figure 3. Diagram of imaging system setup 

Figure 4. Distance between camera and balls 

4. METHODOLOGY

A unique approach constructed with MATLAB R2020a is 

developed. The cascade classifier is used for training the 

computer to detect balls in an image and then determine the 

perfect distance for detecting balls. The introduced approach 

uses computer training at various distances between the 

camera and the balls. The computer-training stage and the ball 

detection stage carried out independently for the objectives of 

this work. 

4.1 Training stage 

At this stage, the introduced system model is trained based 

on a cascade classifier to detect balls in images. Where balls 

in any input images or video frames are detected using a ball 

classifier model that is obtained as a result of training step. The 

system model has been trained using a boosted algorithm to 

train 20 levels of a cascading classifier. A degenerated 

decision tree with levels of increasing complexity is used to 

train the computer using a cascade of classifiers. At the first 

level, a classifier is trained to detect nearly all objects of 

interest (balls), which prompts evaluation of the classifier at 

the second level, which has also been adjusted to achieve a 

very high detection rate. A positive result from the second 

level leads a third level, and so on. A negative result in any 

level leads to the immediate rejection of the sub-window. A 

series of classifiers are applied to every sub-window. After 

several levels of processing, the number of sub-windows 

reduces radically. The overall form of the detection process is 

that of a degenerate decision tree, which is called a "cascade" 

[31]. The AdaBoost method generates a weak classifier 

"feature" in each cascade level, which is then utilized to 

choose a single HOG feature. Using the weighted sum of all 

weak classifiers, a single AdaBoost combines all weak 

classifiers (weak features) from all levels to produce a single 

strong classifier (strong feature) [7]. 

In each level, the HOG feature has been used to classify 

images, whether they contain a region of interest (ball) or not. 

At the end of training, the ball classifier model resulted as a 

file in Extensible Markup Language (XML). The resulting 

XML-file contains significant features of the ball as a result of 

training with a cascade object classifier. The MATLAB 

classifier function trainCascadeObjectDetector utilized to 

train a system using two image datasets: positive images and 

negative images. The positive image dataset consists of images 

containing ball objects. While the negative dataset includes 

images of any object except balls. The block diagram of 

cascade training is shown in Figure 5. 

Figure 5. Block diagram of the introduced system model 

training using cascade classifier 
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As a pre-training step using a cascade classifier, the region 

of interest ROI (ball) is labeled in all positive datasets. The 

ball was labeled manually using the Image Labeler application, 

which is included in the Computer Vision System Toolbox in 

MATLAB. To label the ball in positive image data, the ball 

object in each positive image is enclosed by a bounding box. 

Each bounding box is configured as a vector of the format [x, 

y, width, height] to specify the ball location and size. Where x 

and y specify the ball object location as they represent the 

coordinates of the top-left corner of the rectangle that contains 

the ball, while width and height represent its size. After 

labeling all the positive image datasets, a two-column table 

was obtained known as the positive samples. In the first 

column, each row represents a positive image name, whereas 

the rows of the adjacent column contain the bounding box 

vector information of the ball of the corresponding positive 

image. As for the negative samples, they are rejected at each 

training level. 

4.2 Ball detection stage 

The new nine video clips (vid1, vid2, vid3, ..., and vid9) that 

were used as inputs were subjected to the suggested algorithm, 

whose steps are detailed in Figure 6. This so-called "Ball 

Detection Algorithm" aims to identify all balls within each 

video frame and calculate their width and height. This 

algorithm consists of several steps demonstrated as follow: 

Step1: Extracting 9 frames from the video input (If = f1, f2, 

f3, ..., f9). 

Step2: Resizing the image (If) by the imresize function. 

Note that the five magnification factors (RS = 1, 3, 5, 7, and 9) 

were applied sequentially to all frames extracted from the nine 

videos. 

Step3: Detecting balls using a model classifier that saved as 

an XML-file from training stage. 

Step4: Cut out each ball detected in the image. 

Step5: Calculate the width and height of each rectangle 

surrounded by the detected ball. 

Repeat the steps: step 2- step 5 using another magnification 

factor. 

Figure 6. Balls detection steps 

After the balls are detected, the image of each ball is 

extracted, as seen in step 5 of Figure 6. The algorithm then 

determines the height and width of the extracted images of the 

detected balls based on their sizes. Where the width and height 

for the first, second, and third balls are: W1 H1, W2 H2, and W3 

H3, respectively, as seen in the above extracted ball image. 

When applying an XML file on the resized images, it may 

produce one or both of the following cases: 

(1) If all three balls are detected then, they are enclosed by

the red rectangle with the name ‘Ball’, indicating that true 

positive (TP) detection has occurred. Where the ball 

considered as true target. 

(2) When two, one, or no ball detection occurred, i.e., two,

one rectangle-enclosed detected balls, or no rectangle-

enclosed target. Thus, false negative (FN) detection results. 

5. RESULTS AND DISCUSSIONS

In this study, a cascade classifier based on the HOG feature 

was used to train the computer. The training process was 

intended to create a strong classifier model that could identify 

and locate balls. Nine different datasets (video clips) were 

tested using the suggested procedure. First, nine frames are 

extracted from each input video: f1, f2, f3,... f9. Then, all 

extracted frames are resized using the following five 

magnification factors RS: 1, 3, 5, 7, and 9. For each 

magnification factor, there are nine videos multiplied by nine 

frames that represent the test data, for a total of 81 by 5 = 405 

frames with three blue balls in each frame. Because of 

exceeding the paper limit, not all results are shown in this 

research. However, Figures 7 and 8 display the outcomes of 

the procedure for nine frames extracted from vid2 and vid3, 

respectively, after resizing the frames by magnification factor 

RS = 9. As seen in Figures 7 and 8, the magnification factor 

RS = 9 detects all balls in all frames. Consequently, true target 

detection (TP) occurred, and the detection rate is 100%. 

Figure 7. Ball detection for nine frames at a distance of 

d=2m between the camera and the balls 
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Figure 8. Ball detection for nine frames at a distance of 

d=3m between the camera and the balls 

Figure 9. The TPave as a function of distance at different RS 

Figure 10. The FNave as a function of distance at different RS 

In general, different outcomes were achieved by employing 

the proposed magnification factors (RS) on each video. In 

some videos, not all of the targets (balls) are identified when 

RS = 1 is used; one target is surrounded by the red rectangle, 

as a result of which a 20% false target is detected for the balls. 
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In contrast, findings with RS = 3 and 5 for particular videos 

showed that few targets were not identified in such instances, 

leading to (FN) detection. The true target (TP) detection rate 

was 90% for RS = 3 and 5. While, with RS = 9, all of the 

targets were detected. Therefore, all balls are surrounded by a 

detection rectangle as shown in Figures 9 and 10, which means 

that 100% true target detection was achieved. 

Anyone may ask a self-evident inquiry regarding the results 

and say, "When the target is enlarged, it is simpler to detect." 

However, as the targets' spatial resolution varies with distance, 

the aim of image resizing is to improve the camera's spatial 

resolution. Therefore, regardless of whether there is a 2 m or 

9 m distance between the camera and the balls, all images 

extracted from the video recordings will be resized. 

As well, the height and width of the detected balls have been 

calculated and then analyzed as a function of the distance (d) 

between the camera and the balls. Where, the average width 

and height for the first, second, and third balls are (W1ave, 

H1ave, W2ave, H2ave, and W3ave H3ave), respectively. For a given 

input video, i.e., at a certain distance (d) between the camera 

and the balls, the W and H are computed for the three balls. 

Next, Wave and Have are calculated that represent the average 

width and height of balls in each nine extracted frames after 

resizing by RS factors, therefore, the result is a single value 

(average) of width Wave and height Have for each ball versus 

each distance. The results of the ball height average for first 

H1ave, second H2ave, and third H3ave, as a function of distance 

d = 2, 3, 4, ..., 10 m, are illustrated in Figure 11, it can be seen 

that the height of the ball decreases with increasing distance. 

Figure 11. The average height of the three balls at different 

distances 

6. CONCLUSION

The task of object detection is fundamental in computer 

vision applications like home automation, surveillance 

systems, face detection, autonomous driving, and vehicle 

identification, among others. The ball detection algorithm 

aims to detect all balls within each video frame and calculate 

their width and height. Using our approach, we were able to 

achieve a very suitable ending. 

This work introduced a new approach for object detection 

by resizing the image (multiple magnifications) to preserve the 

image's high-level features throughout testing. The AdaBoost 

algorithm was applied through 20 levels of a cascade 

classifier's training stage. The HOG feature has been 

employed in each level to categorize images regardless of 

whether they contain a region of interest (targets) or not. 

According to the findings, all of the balls had been detected at 

all distances, and the optimal RS was 9. When this scale factor 

is applied, a detection rate of 100% was achieved. The width 

and height of the identified balls were determined, and it was 

found that the width and height of the ball decrease as the 

distance increases. 
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