
A Low Cost Electronic Nose System for Classification of Gayo Arabica Coffee Roasting 

Levels Using Stepwise Linear Discriminant and K-Nearest Neighbor 

Indera Sakti Nasution1*, Dian Putri Delima1, Zaidiyah Zaidiyah2, Rahmat Fadhil1 

1Department of Agricultural Engineering, Faculty of Agriculture, Universitas Syiah Kuala, Banda Aceh 23123, Indonesia 
2Department of Agricultural Product Technology, Faculty of Agriculture, Universitas Syiah Kuala, Banda Aceh 23123, 

Indonesia 

Corresponding Author Email: i.nasution@unsyiah.ac.id

https://doi.org/10.18280/mmep.090514 ABSTRACT 

Received: 14 June 2022 

Accepted: 27 September 2022 

A low-cost electronic nose (E-Nose) system using metal oxide sensor (MOS) was 

developed for Gayo arabica coffee roasting level. The developed electronic nose was 

designed to have a simple, rapid detection, as wells as provides reliable results. The E-

Nose system is equipped with MOS sensors, sensor chamber, microcontroller, 

computer, and data acquisition system. The level of coffee roasting was monitored by 

read the data from the sensors continuously in real time every second. The sensor signals 

were recorded in Excel file using data acquisition system and analysed using both 

stepwise linear discrimination and k-nearest neighbor classifiers. A high percentage 

(91.67%) of accuracy was obtained using stepwise linear discrimination method. 

Furthermore, k-nearest neighbor classifier using city block distance demonstrated 

higher accuracy than stepwise linear discrimination classifier. The results showed that 

the electronic nose system has a potential for assessing Gayo arabica coffee roasting 

level. The study confirmed that the proposed electronic nose equipped with at least two 

MOS sensors was suitable for monitoring the level of coffee roasting level. The result 

could be used for evaluating other varieties of roasted coffee. 
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1. INTRODUCTION

The chemical composition of green coffee is very complex, 

depending on the type of species, cultivar, climate, soil type, 

altitude, and cultivation technique [1, 2]. The aroma of green 

coffee tends to be weak and not easily detected [3], however 

roasted coffee tends to enhance the characteristic of the aroma. 

In general, some roasted coffee aromatics are: aldehyde, 

ketone, alcohol, ester, pyrazine, furan, acids, nitrogen 

compounds, and phenol compounds [4]. The measurement of 

aroma of each roasted coffee can vary according to the type of 

coffee used. The concentration of coffee aroma composition is 

not only caused by temperature and roasting time (roasting 

degree) but also influenced by the composition of green coffee 

aroma, where the composition of green coffee is influenced by 

the species, origin of coffee, maturity level, pre-harvest and 

post-harvest of green coffee [4]. 

Although the methods for detecting aroma are complex, 

aroma can be determined by conventional techniques such as: 

gas chromatography (GC) and gas chromatography-mass 

spectrometers (GC-MS) [4, 5]. GC or GC-MS is currently very 

popular to identify volatile compounds in coffee, but this 

method is very expensive, complex, and tedious [1]. Electronic 

nose (E-Nose) has the potential to substitute the conventional 

method, because it is easier to build and cheaper than GC or 

GC-MS.  

Electronic nose is an artificial sense of smell to detect the 

aroma of certain products that includes sensor array, signal 

conditioning and initial data processing, and pattern 

recognition. E-Nose technology has been widely used for fresh 

food analysis recently [6]. However, due to the complexity of 

the aroma in coffee, the type of E-Nose developed was 

varying. Several studies have been used E-Nose such as, E-

Nose was used to detect changes in the aroma profile of 

Expresso coffee after grinding using the sensor array αFOX 

system [7]. Identification of Arabica and Robusta coffee 

powder using 5 MOS sensors using the back propagation 

learning method [8].  

E-Nose able to classify and determine aroma through

statistical analysis based on sensor output [9], such as principal 

component analysis (PCA), linear discriminant analysis [10], 

support vector machine (SVM), and partial least squares (PLS) 

[11]. A considerable amount of literature has been published 

on stepwise linear discriminant analysis [12, 13], these studies 

provide important insight into E-Nose classification. 

Nonconformity measure based on k-nearest neighbors (K-NN) 

implemented separately as underlying algorithm of conformal 

prediction for discrimination of Ginsengs by a home-made 

electronic nose [14]. This study will focus on the use of gas 

array sensor on the aroma of Gayo specialty arabica coffee. 

Moreover, research on electronic nose for Gayo specialty 

arabica roasted coffee based on roasting level rarely 

conducted. The aim of this study was to classify the roasting 

level of coffee beans using electronic nose detection system 

such as stepwise linear discriminant analysis (SLDA) and k-

nearest neighbor (K-NN) method. 
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2. MATERIAL AND METHODS 

 

2.1. Sample preparation 

 

Green coffees samples, (Gayo 1 fullwash specialty arabica) 

belong to Pondok Gajah Village, Bandar District, Bener 

Meriah Regency-Indonesia were employed. The samples were 

subjected to a roasting process using Didacto Italia TA413D 

roaster machine for 3 different times (7, 9, and 13 min) in order 

to obtain different roasting levels as confirming using visual 

evaluation (Table 1). Visual evaluation was measured 

according to color using SCAA (Specialty Coffee Association 

of America) roast coffee standard kit range from lightest (95) 

to darkest (25). The T1, T2, and T3 represented SCAA (Agtron) 

number of 85, 48, and 35, respectively. Table 1 reported the 

temperatures reached of coffee samples roasted at different 

times. After the roasting process, the coffee beans placed in a 

room temperature for 3 days for degassing process. This 

degassing process, gases (mostly carbon dioxide) form inside 

the bean begin seeping out, otherwise gasses escapes so 

quickly that negatively affects the flavor or aroma of coffee 

[15]. 

 

Table 1. Roasting of arabica coffee for each roasting level 

 
Treatment 

(Classification) 

Roasting time 

(min) 

Coffee beans 

temperature (℃) 

T1 7 175 

T2 9 180 

T3 13 190 

 

In order to obtain a value in the baseline position, the E-nose 

system without coffee (blank sample) tested using the 

proposed E-Nose. The temperature and humidity in the sensor 

chamber maintained uniformly. Each sample (150 g) was 

introduced into the closed sensor chamber (Figure 1), the 

chamber was sealed with a lid and silicon disk in a cap. All 

roasting level set were replicated by 6 times each for training 

(3 treatment x 4 MOS sensors x 6 repetitions) and 4 times each 

for testing (3 treatment x 4 MOS sensors x 4 replications), 

therefore producing a total of 120 roasted coffee samples. The 

aroma’s sample was pumped into the sensor chamber, and 

sensor’s response during 1,500 seconds was collected. The 

generated aroma in the sensors chamber recorded until reached 

a steady state signals. After the evaluation, the sensor chamber 

was exposed to pure air to purge the observation chamber. 

 

 
 

Figure 1. E-Nose system design 

 

2.2 Electronic nose (E-Nose) system 

 

The E-Nose system constructed using four MOS sensors 

(MQ135, MQ9, MQ3 and MQ2). DHT22 sensor used to 

measure temperature and humidity. The length, width and 

height of the sensor chamber were 13 cm x 13 cm x 7 cm, 

respectively. All gas sensors and temperature and humidity 

sensors placed in the room equipped with with air inlet and 

outlet. The E-Nose was equipped with MOS sensors, sensor 

chamber, microcontroller, computer, air mixing, and data 

acquisition system [16]. The design of the E-Nose system 

shown in the Figure 1. 

The Arduino Uno microcontroller board pin input 

connected to each MOS sensors, and converted the analog 

signal into digital. The pin device connected to the sensor 

shown in the Table 2. The MOS sensors have an 

electrochemical sensor that changes its resistance for different 

levels of coffee beans. The sensor attached with a variable 

resistor to form a voltage divider circuit, and the variable 

resistor will change it sensitivity once coffee beans contact 

with the sensor after heating. The change in the resistance 

changes the voltage across the sensor that read by the 

microcontroller. In order to provide an accurate data response, 

a calibration step performed using fresh air. The E-Nose 

system read the data from the sensors continuously in real time 

every one second. Sensor signals that recorded in Excel file 

analyzed using the proposed analysis. 

 

Table 2. Gas sensors connected to Arduino Uno pins 

 
Sensors Target pin 

MQ-3 A0 (Analog) 

MQ-9 A1 (Analog) 

MQ-135 A2 (Analog) 

MQ-2 A3 (Analog) 

DHT22 2 (Digital) 

 

2.3 Stepwise linear discriminant analysis (SLDA)  

 

The SLDA evaluates a group of basis vectors that has the 

smallest within class scatter and the largest between class 

scatters. This method used as a tool for classification, 

dimensionality reduction, and maximum discrimination of the 

classes [12]. The size reduction utilized to select the most 

dominant input variables (MOS sensors) for reducing the 

computational load and improving the classification 

performance. Moreover, as a supervised methods the 

dimensionality reduction takes the class labels into 

consideration [17]. The stepwise method begins with the 

selection of variables carried out by Wilk’s Lambda method 

[18]. A smaller value of Wilks' lambda indicates a greater 

discriminant power of the function. In order to perform LDA 

method, three steps are required [19]. Cutting score utilized to 

classify between two groups uniquely, this score used for 

constructing the classification matrix shown on Eq. (1) below: 

 

Cs=
(𝑁𝐴∗𝐶𝐴)+(𝑁𝐵∗𝐶𝐵)

𝑁𝐴+𝑁𝐵
 (1) 

 

where, Cs is an optimal cutting score between group A and B. 

NA and NB are number of observations of group A and B, 

respectively. CA and CB are centroid for group A and B, 

respectively. 

 

2.4 K-nearest neighbor (K-NN) 

 

The advantages of using K-NN are better performance in 

terms of prediction accuracy and computation time [20]. The 

K-NN is a supervised machine learning technique used for 
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classification, regression, pattern recognition and predictive 

analysis. The K-NN algorithm gathers data points that are 

close to it, and then sort those closest data points with regard 

to distance from the arrival data point. The distance can be 

measure in various ways. Various metric distances equations 

such as of Euclidean, city block, Hamming, and Mahalanobis 

distance have studied [21-23]. The equation of these metric 

distances as follows: 

 

Euclidean distance 

𝐷𝑒𝑢𝑐 = [∑(𝑥𝑖 − 𝑦𝑖)2

𝑘

𝑖=1

]

1
2

 
(2) 

 

City block distance 

𝐷𝑐𝑏 = ∑(𝑥𝑖 − 𝑦𝑖)

𝑘

𝑖=1

 
(3) 

 

Hamming distance 

𝐷ℎ𝑎𝑚 = ∑|𝑥𝑖 − 𝑦𝑖|

𝑘

𝑖=1

 
(4) 

 

Mahalanobis distance 

𝐷𝑚𝑎ℎ = √(𝑥 − 𝑦)𝑆−1(𝑥 − 𝑦)𝑇 
(5) 

 

 

3. RESULTS AND DISCCUSION 

 

The signal output from the treatment 1 (see Table 1) was 

taken at one second intervals for 1,500 seconds are shown in 

Figure 2. Response curves with different roasting levels have 

different variations, the responses of sensors firstly increase 

and at the end will reach a dynamic balance. 

 

 
 

Figure 2. Typical response of E-Nose sensors roasted coffee 

aroma (case: Treatment classification 1, roasting time 7 

minutes at 175℃) 

 

The typical response also occurs in treatments 2 and 3, 

respectively. In addition, all MOS sensors were sensitive to all 

the aromatic profile developed at different roasting level and 

for this reason they were considered for the statistical analysis. 

All signals at different level of roasting recorded were 

provided in the Table 3. 

Stepwise linear discriminant analysis (SLDA) was applied 

to determine the best predictors. Linear discriminant analysis 

(LDA) able to reduce the number of features to a more 

manageable number before the classification process. Despite 

its simplicity, LDA often provides robust, sane, and 

interpretable classification results. The best model obtained by 

the SLDA selected the 2 predictors that most contributed to the 

differentiation of Gayo Arabica coffee from different level of 

roasting. The variables selected were MQ2 and MQ135. These 

results are similar to that found in Radi et al. [24] who stated 

the highest responsive E-Nose sensor for coffee under roasting 

condition using MQ series sensors based linear regression 

parameter was MQ135. The MQ135 have been used for 

classifying Arabica and Robusta coffee using support vector 

machine and perceptron [25]. The MQ135 sensor has 

sensitivity on several gases, such as: CO2, CO, alcohol, NH4, 

toluene, and acetone. Moreover, roasted coffee generates 

many chemical compounds containing alcohols, acids, 

aldehydes, azines, hydrazides, and ketones [1].  

 

Table 3. The mean of E-Nose response aroma at different 

roasting levels 

 
MOS 

sensors 

E-Nose signal 

(mV) 
SD 

Treatment 

classification 

MQ135 

570.50 22.845 T1 

647.33 10.930 T2 

660.17 17.394 T3 

MQ9 

641.83 6.997 T1 

648.67 11.944 T2 

667.67 9.1797 T3 

MQ3 

652.33 9.395 T1 

657.00 13.638 T2 

685.00 4.690 T3 

MQ2 

402.50 21.751 T1 

425.50 23.637 T2 

645.33 25.866 T3 
SD: Standard Deviation; N=6 replications 

 

The selected sensors were used for the prediction studies by 

means of LDA methods. Discriminant scores (DS) were 

calculated according to the discriminant functions (Eqns. (6) 

and (7). 

 

DS1=-32.079+0.020339 X+0.039394 Y (6) 

 

DS2=-25.763+0.052585 X–0.014570 Y (7) 

 

where, X is E-Nose signal of MQ135, and Y is E-Nose signal 

of MQ2, DS1 is discriminant function 1, and DS2 is 

discriminant function 2. 

 

 
 

Figure 3. Discriminant function plot of the first two 

functions obtained from data training of LDA analysis of 

roasted coffee aroma using E-Nose. Numbering in the graph 

represent treatment (group centroid) T1=175℃ for 7 minutes, 

T2=180℃ for 9 minutes, and T3=190℃ for 13 minutes, 

respectively 
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Figure 3 shows the discriminant function plot of the first 

two functions obtained from LDA method, which able to 

classify 100% of accuracy for data training with a similar 

value after cross validation. Therefore, the results showed that 

this statistical approach was useful for evaluating the 

differences between coffee samples. Table 4 shows the 

successful discrimination of the data testing by using the Eq. 

(6). A high percentage (91.67%) of successful classification 

was obtained. The classification results significantly decrease 

(67.67%) when the Eq. (7) was used (Table 5). 

The accuracies of four MOS sensors use K-NN analysis with 

varied factor of distance metrics and number of neighbors 

from one to eight shown in Table 6. The result revealed that at 

k=1 until k=5 for Euclidean distance metric, the accuracy of 

training and testing is 100% and 83.3%, respectively. City 

block distance at k=3 until k=8, achieved the best result with 

the accuracy is 100% for both training and testing dataset. For 

Hamming distance metric, the result of accuracy ranged within 

33.3% to 72.2% for training and 23.3% to 41.7% for testing. 

 

Table 4. Successful discrimination of E-Nose testing set of 

two MOS sensors selected using discriminant function 1 

 
MOS Sensors 

(mV) 
Discriminant 

Scores 
Class 

Successful 

(yes/no) 
MQ135 MQ2 

565 377 -5.736 T1 yes 

540 390 -5.732 T1 yes 

559 435 -3.573 T1 yes 

560 420 -4.144 T1 yes 

645 418 -2.494 T2 yes 

640 442 -1.649 T2 yes 

640 397 -3.423 T1 no 

640 418 -2.595 T2 yes 

673 666 7.845 T3 yes 

600 617 4.430 T3 yes 

680 680 8.539 T3 yes 

644 621 5.483 T3 yes 
Cutting score between group T1 and T2 is -3.385; cutting score between group 
T2 and T3 is 2.309. 

 
Table 5. Successful discrimination of E-Nose testing set of 

two MOS sensors selected using discriminant function 2 

 
MOS Sensors 

(mV) 
Discriminant 

Scores 
Class 

Successful 

(yes/no) 
MQ135 MQ2 

565 377 -5.855 T1 yes 

540 390 -5.171 T1 yes 

559 435 -2.836 T1 no 

560 420 -3.617 T1 yes 

645 418 -3.746 T1 no 

640 442 -2.496 T2 yes 

640 397 -4.837 T1 no 

640 418 -3.744 T1 no 

673 666 9.144 T3 yes 

600 617 6.618 T3 yes 

680 680 9.871 T3 yes 

644 621 6.813 T3 yes 

 
Moreover, Mahalanobis distance metric yielded accuracy 

ranged within 72.2% to 88.9% for training and 58.3% to 

83.3% for testing. The performance of K-NN classifier is 

affected by the choice of k value. Choosing the optimal k 

becomes challenge for different experiments. The accuracy of 

data sets could be measured using k value from 1 to 

√𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒 𝑖𝑛 𝑎 𝑑𝑎𝑡𝑎 𝑠𝑒𝑡, sometimes the majority 

of the best k value is 1 or in other experiment a number of data 

sets are not sensitive to the k value [26]. Small k value is 

sensitive to noisy data, whereas high k value (exceed its 

convenient level) results unreliable prediction [27]. 

 

Table 6. Accuracies of four MOS sensors for E-Nose system 

using K-Nearest Neighbor 

 

k 

Distance metrics 

Euclidean City block Hamming Mahalanobis 

T t T t T t T t 

1 100 83.3 100 92 72.2 41.7 83.3 58.3 

2 100 83.3 100 92 50 41.7 83.3 83.3 

3 100 83.3 100 100 50 33.3 88.9 75 

4 100 83.3 100 100 50 25 72.2 58.3 

5 100 83.3 100 100 33.3 23 83.3 83.3 

6 94.4 83.3 100 100 33.3 33.3 83.3 83.3 

7 94.4 91.7 100 100 33.3 33.3 88.9 83.3 

8 88.9 83.3 100 100 33.3 33.3 83.3 83.3 
k=number of neighbors; T=training accuracy; t=testing accuracy 

 

According to Table 6, it shows that the city block distance 

metric (also called Manhattan distance) performed the best 

distance metrics compared to all distance metrics. City block 

distance is usually preferred over the more common Euclidean 

distance when there is high dimensionality in the data and the 

number of features is large [28, 29]. Moreover, city block 

distances metrics it works well with datasets with compact or 

isolated clusters, however, it sensitive to outliers [30]. In spite 

of Euclidean distance is very common in K-NN clustering, 

however, in the event that two data vectors have no property 

values in common, they may have a smaller distance than the 

other pair of data vectors containing the same trait values [31]. 

Hamming distance used to measure the distance between two 

vectors, and its low accuracy affected by the ratio of members 

in each class, while the other distance metrics not affected by 

such phenomenon [32]. Mahalanobis distance metrics 

proposed to represent the distance between particular point 

and the mean of the normal data [33]. Mahalanobis has higher 

result for low-dimensional datasets [34], however lack of 

robustness due to outliers [35]. 

 

 

4. CONCLUSIONS 

 
This study proposed customized electronic nose based on 4 

metal oxide semiconductor sensors to classify Gayo arabica 

coffee roasting level. The potential of the electronic nose to 

monitor changes in aroma of different roasting level was 

studied. The application demonstrated its reliability in 

documenting significant changes among roasting levels as it 

was also noticed during data analysis and interpretation. It did 

not require any sophisticated or expensive laboratory 

equipment. The suggested e-nose provides a low-cost, non-

destructive tool that non-specialists can use. In the process of 

classification by SLDA and K-NN, the KNN demonstrated 

higher accuracy than the SLDA. The study confirmed that the 

proposed electronic nose equipped with at least MQ2 and 

MQ135 sensors was suitable for monitoring the level of coffee 

roasting level. The obtained results could represent the 

capability of the sensor array for evaluating Gayo arabica 

coffee roasting level. These results could be used in further 

studies by using other agricultural commodities. 
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