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Fake news is deliberately created with the goal of influencing people and their belief 

systems. Because false news has a detrimental influence on society and politics, it has 

become increasingly crucial to identify and stop it from spreading. Most of the prior 

research has employed supervised learning but has placed emphasis on the terms that were 

used in the dataset. Initially, we began by pre-processing the information (replacing the 

missing value, noise removal, tokenization, and stemming). LSTM (long short-term 

memory network) model is employed for text data classification in this article, and we 

deal with automated feature selection from text data using the GloVe model. Unlike 

previous models, the suggested model can select the relevant attributes to determine 

whether the news is false or real while existing models fail in this regard. The proposed 

model outperforms the already available models. 
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1. INTRODUCTION

Because of the long-term impacts and effects of spreading 

fake news, detecting it has always been a difficult task. There 

is evidence that it dates to the 17th century and was used in 

propaganda, which later evolved into disinformation during 

the Cold War [1]. Because of the proliferation of social media 

platforms, in recent years, this problem has become 

increasingly significant. This is especially true given the surge 

in popularity of fast-moving social media outlets like 

Facebook, Twitter, and Instagram in the last several years.  

Figure 1 shows a sampling of some of the most egregious 

hoaxes that have appeared in the media in recent years. About 

half the population of industrialized nations is projected to use 

social media for information, according to a number of polls 

[2]. Social media's role in breaking news stories, for example 

Zubiaga et al. [3] shows just how important it is. However, one 

of the downs of social media's accessibility is the rapid 

transmission of erroneous information. 

Figure 1. Illustrations of some fabricated news [4] 

As compared to conventional media, such as print media or 

television, social media content may be updated by its users, 

who can then add their own thoughts or biases to the 

information, making it more interesting. This has the potential 

to completely change the meaning or context of the news [5]. 

In accordance with different research, social media offers a 

fertile field for the rapid dissemination of information without 

the need for fact-checking [1]. Fake news, on the other hand, 

is created and modified by social media users with the goal of 

distorting the apparent meaning or context of news 

information and inflicting damage on individuals, 

organisations, or society, whether monetarily or ethically. 

Sarcasm, memes, phoney commercials, fabricated political 

remarks, and rumours are all examples of fake news [3], as are 

rumours. A fester is a phrase that refers to a person who is 

responsible for distributing false information. Depending on 

its reliability, news may be classified as accurate, half-true, or 

completely fake [5]. In addition to photos and video, fake news 

may also be delivered via text. False news has been described 

in the study of Jain and Kasbe [6] as a three-step process: 

development, publication, and distribution. The rise of fake 

news on social media has had a major impact [7]. It has the 

potential to produce a downturn in stock values, a decrease in 

possible investments, and other consequences [6]. For 

example, false news had a significant influence on the 2016 

United States presidential election [2]. The spread of false 

information regarding President Obama's death resulted in a 

loss of USD 130 billion in the stock market in a matter of hours 

and minutes. Fake news may be published with the objective 

of accusing someone of having political or personal motives, 

or it may be published with the intent of misleading people [6]. 

Factcheck, Snopes, Tyrothricin, and PolitiFact are just a few 

of the websites that are used to identify false information. 

Furthermore, Google has developed a Google News 

Initiative to combat the spread of false information [3]. Fake 

news identification, on the other hand, remains a time-
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consuming endeavour. The reason for this is that false material 

often incorporates deceptive information that has been tainted 

with genuine facts [2]. Fake news may be motivated by a 

variety of factors, including politics, financial gain, or 

ideological beliefs [3, 5]. Numerous strategies have been 

proposed to identify fake news, such as linguistic features and 

deep learning [8]. Other approaches include recurrent neural 

networks, the convolutional neural network (CNN), a 

transformer, bidirectional encoder representations from 

transformers (BERT) and their combination. You may divide 

the difficulty of spotting false news into two types, depending 

on how complicated you want to make it. Alternative 

modelling approaches include regression problems and 

optimization problems. Several datasets are also available for 

the categorization of false news, including Kaggle, ISOT, and 

LIAR [3], among others. Despite the many studies that have 

been conducted, the issue of counterfeit news identification 

continues to be very difficult to solve, and it is considered that 

a complete multi-phased strategy is required to effectively 

combat it. As a solution to this challenge, this research 

provides a unique technique for validating the legitimacy of 

the news reports. After assessing the content's position and 

verifying the author's credibility, machine learning is used to 

decide whether the news is fake. By analysing a wide range of 

factors, including the language used and the author's 

background, researchers hope to identify whether or not a 

piece of news is real or not. 

It is possible that the planned work may have several 

consequences. As previously noted, if a customer believes 

phoney news about medical symptoms to be accurate, it might 

have serious ramifications for him or her. Fake news may also 

do irreversible harm in the areas of health, politics, social 

welfare, and the economy, among other things. This 

potentially disastrous outcome may be prevented if the 

recommended technique is followed. This work also provides 

as a baseline for future research on false news identification 

and offers up new areas for future investigation. In the field of 

counterfeit news categorization, three-pronged strategies have 

received little attention in the academic literature. To solve the 

problem of detecting and identifying false news, machine 

learning and deep learning are now being heavily used. The 

present analysis suggests that the problem can be resolved in 

three phases. The proposed model identifies fake news as well 

as a method to properly analysis its validity may be established 

based on the proposed investigation. The following is the 

structure of the rest of this paper: Following that, Section 2 

discusses previous work; Section 3 outlines the suggested 

unique technique to identify false news; Section 4 discusses 

the experimental findings; and, lastly, Section 5 concludes 

with recommendations and potential prospects for further 

research. 

 

 

2. RELATED WORK 

 
More than 90% of the time, Gupta et al. [1] were able to 

distinguish between real and fraudulent photographs of Sandy 

on Twitter, which had a huge impact on the United States at 

the time. By looking at more than 10,000 images on Twitter, 

the researchers were able to figure out how the falsified photos 

were influencing people. The Niave Bayes and the Decision 

Tree models were developed at this period. An accuracy of 

97% is achieved while employing the Decision Tree after the 

application of two machine learning algorithms. At the 

International Conference on Machine Learning (ICML) in 

2017, Zubiaga et al. presented their work on the classification 

of rumour attitudes on social media using sequential classifiers 

[2]. Twitter is the social media site of choice for them, and they 

categorise their tweets into four different groups: Support, 

denial, query, and a remark on a prior post are the only choices 

available. This research included eight data sets, all of which 

were linked to breaking news. To classify the data, they used 

four sequential classifier-Hawkes methods: LSTM, linear and 

tree CRF. Social media interaction may be classified using 

sequential classifiers, which outperform non-sequential 

classifiers. On the other hand, LSTM outperforms other 

sequential classifiers in some scenarios. In 2018, 

KalinaBontch are working on false detection using natural 

language processing and data mining technologies. According 

to the researchers, there are two types of false news that 

circulate on social media: long-standing rumours and new 

emerging rumours sparked by current events. They create a 

technique for classifying rumours into four broad categories: 

This procedure includes the following four steps: Detecting 

rumours, monitoring rumours, evaluating the viewpoints of 

rumours, and establishing the authenticity of rumours are all 

part of the process. Then use this method on the PHEME 

dataset, which is open to the public and includes both rumours 

and non-rumors. In 2018, Kotteti et al. [4] are using data 

imputation to enhance the detection of fake news. They 

improved performance by using a novel approach to data 

preparation to fill in the blanks in the raw dataset. Data 

modelling approaches were used to fill in the blanks for 

numerical and hierarchical properties. In numerical 

hierarchies, they choose the column's average value, which is 

expressed as a number value. For the lacking data, he 

attempted three different things. When the following methods 

were followed, the accuracy of multilayer perceptron (MLP) 

classes increased by 16 percent. Removed columns that had 

missing values, replaced those values with empty text, and 

then applied missing values using data impersonation 

techniques. Using machine learning techniques, 

Aphiwongsophn and Chongstitvatana [5] 2018 to identify 

fraudulent news stories. This study focuses on three popular 

methods: One of the most common distributions is the Naive 

Bayes distribution. The second and third algorithms are the 

Support Vector Machine and the Neural Network. The data 

was sanitised via normalisation so that it would function better 

when the correct data was input. According to this study, the 

accuracy of Naive Bayes is 96.08 percent, whereas the 

accuracy of the two more sophisticated techniques is 99.90 

percent. After five years of trying to detect fake news on 

Facebook, Jain and Kasbe [6] came up with a method for doing 

so. This was a Naive Bayes prediction. They used a 11000-

article dataset from Github that was organised into categories 

(index, text, title and label). Also included in this database is 

information about science and industry. Aside from n-gram 

references, they used the title and the content of their primary 

source to execute their assertions. On the basis of this 

information, he made comparisons and determined that the 

Nave Bayes model had an accuracy rate of 0.931 and that 

numerous ways had been developed to improve it. Using 

(CNN) and (RNN) models, a team led by Ajao et al. [7] 

developed a model for detecting fake news messages on 

Twitter in 2019. The model was published in the journal 

Nature Communications in 2019. Over the course of five days, 

they culled 5,800 tweets related to the Charlie Hebdo shooting, 

the Sydney Siege shooting, the Germanwing crash shooting, 
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the Ottawa shooting, and the Ferguson shooting. By using 

CNN and RNN, they claim to be able to intuitively identify 

key characteristics of misinformation in news stories and 

obtain an accuracy rate of over 80% without any prior 

knowledge of the news. On the horizon for Han and Mehta is 

a study on the effectiveness of false news detection systems in 

2019. Fake news is broken down into two groups based on 

their findings: The two paradigms are news and social 

situations. Visual and spoken news are divided into two 

categories to make it simpler for readers (text, title). 

Traditional machine learning methods like Naive Bayes and 

Random Forest were compared to the most recent deep 

learning approaches (deep reinforcement learning) in terms of 

their performance. This study's purpose is to provide 

participants the opportunity to pick between these two options. 

Researchers claim that the hybrid CNN-RNN model 

outperforms and produces superior outcomes [8]. According 

to Reece et al. [9], academics are examining a broad range of 

variables in news articles, postings, and stories to better 

anticipate false news in 2019. It has been shown that these 

additional characteristics have a major influence on the 

assessment of deceptive news reports. These characteristics 

include bias, reliability/trustworthiness, engagement, domain 

location, and temporal patterns. With these attributes, the 

dataset they utilized included 2282 BuzzFeed items (news 

articles). This concept was studied and debated using KNN, 

Nave Bayes, Random Forest, Support Vector Machine, and the 

XGBoost algorithm. XGBoost had the greatest accuracy of 

any of the methods, at 86% [9]. One of Ahmad et al.'s methods 

to detect fake news stories in 2020 was described in a paper 

published in Science (Logistic Regression, Random Forest, 

Perez- LSVM). This research uses these characteristics to 

distinguish between true and fraudulent news. We evaluated 

our algorithm's performance on four publicly accessible 

datasets, each of which has a distinct domain. On the ISOT 

Fake News Dataset, Random Forest and Perez-LSVM acquire 

an accuracy rate of 99 percent [10]. There is a multi-head 

attention network (SMAN) based technique published in 

Nature Communications by Yuan et al. as of 2020 [11]. Both 

publishers and consumers benefit from this approach because 

of the high level of trust they have. In this method, real-world 

data was used. Since producers and consumers have different 

graphs, it is possible to utilise this method to identify bogus 

news at an early stage. The accuracy of this model has been 

shown on three different datasets (Twitter 15, Twitter 16, and 

Weibo). For COVID-19 fake news identification in 2021, the 

technique proposed by Shifath et al. was adopted by the 

committee members. They experimented using both 

traditional language models and CNN content [12-15]. 

COVID-19-related texts are included in the collection, along 

with classifications indicating whether they are legitimate or 

fake [16-18]. Additionally, researchers tested a range of hyper 

factors and transformer-based models. RoBERTa has the best 

accuracy at 0.979 [19]. 

Yang et al. [20] proposed false information have caused 

widespread alarm. The repercussions of spreading such 

fabricated political news might be severe. As the prevalence 

of false news rises, so does the necessity of spotting it. Here, 

we present a single model, called TI-CNN [21], that can take 

use of both the explicit and latent properties of text and images. 

As a result of its high scalability, the suggested model may 

readily include additional news aspects. In addition, the 

convolutional neural network allows the model to take in the 

whole input at once and can be trained considerably more 

quickly than LSTM and other RNN models. 

The problem of tracking down the writers of hoaxes was 

studied by Zhang et al. [22] and his colleagues. Using the news 

enhanced heterogeneous social network as a basis, we may 

extract a set of explicit and latent features from the textual 

content of news items, producers, and subjects. To further 

include the network structural information into model learning, 

a deep diffusive network model has been introduced. This 

model considers the interdependencies between news stories, 

the people who report them, and the subjects they cover. We 

also provide a novel diffusive unitmodel, which we call the 

GDU, in this study. The content "forget" and "adjust" gates of 

the Model GDU may effectively fuse many inputs from 

different sources into a single output. 

Ali et al. [23] enhance the accuracy of false news 

identification, a deep and dense ensemble model was 

constructed in this work. The research demonstrates that 

traditional characteristics based on news content outperform 

the current text embedding approaches with adequate 

representation and model design. The three-stage process used 

to build the suggested model. As a preliminary step, we used 

n-gram approaches to enhance the features retrieved from the 

news material and the TF-IDF statistical method to represent 

those features. To determine the hidden properties that 

accurately characterize the news, many binary classifiers were 

developed. The multilayer perceptron learned from the 

parameters of the deep [23, 24] ensemble model that was built 

to provide the final classification. 

In the recent past, deception detection has been an 

extremely popular subject of discussion. Information that is 

intentionally misleading includes scientific fraud, fake news, 

bogus tweets, and so on. Identifying false news is a subtopic 

that falls under this category. 

 

 

3. PROPOSED SYSTEM  

 

Fake news has played a big part in several real-time 

catastrophes, with serious ramifications for media, the 

economy, and political instability as a result. Manual 

interventions are ineffective in combating false news because 

of the rapidity with which information is shared on the internet. 

It takes a lot of testing with machine learning approaches on 

a broad variety of datasets to advance the science of false news 

identification. Fake news and the methods by which it spreads 

throughout the globe must be well understood before new 

tactics can be developed. By presenting a model based on 

unique methodologies that demonstrate the usefulness of deep 

learning models for the false news detection challenge, the 

current study makes a significant contribution to this field. 

Furthermore, it proposes a combination of GloVE and LSTM, 

which improves the performance of a false news detection 

model that has been published before. 

The GloVe is an unsupervised learning approach for 

creating vector representations of words. It was developed by 

the University of Michigan. Using global word-word co-

occurrence data from a corpus as input, training is carried out, 

and the resultant representations reveal intriguing linear 

substructures of the word vector space. When generating word 

vectors, because it incorporates both local and global data 

(such as word co-occurrence) while creating word vectors, 

GloVe differs from Word2vec. 
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defrd_glve_vec(glve_vec): 

 with open1 (glve_vec, 'r', encoding='UTF-8') as f: 

     words1 = set () 

 wd_to_vec_map = {} 

     for line1 in f: 

       w_line1 = line1.split() 

       curr_word1 = w_line1[0] 

 wd_to_vec_map[curr_word1] 

 = np.array(w_line1[1:], dtype=np.float64)  

   return wd_to_vec_map 

 

The suggested approach is designed to deal with fake news 

which are in the form of text. RNNs are incapable of learning 

long-term sequences. According to Hochreiter and 

Schmidhuber, the LSTM algorithm was developed to 

circumvent the issue. For an LSTM memory block, the self-

hidden unit (memory cell) has a recurrent connection, while 

the input and output gating units (input and output gates) 

restrict access to the memory cell depending on the previously 

observed circumstance. Later, Gers et al. added a forget gate, 

which learns the memory self-reset circuit's behaviour after it 

has been programmed, thereby improving the original design 

(forgetting). A range of sequence labelling applications, 

including off-line handwriting recognition and speech 

recognition have been successful using LSTM networks. For 

the examination of sentiment analysis data, we use the LSTM 

model. The proposed model considers additional information 

about the news articles, such as the full statement of the fake 

information provided. Because it is a memory network, it can 

remember the words in a phrase and representing the precise 

meaning of those words. If a user publishes a review in a 

sarcastic manner, this is also taken into consideration and 

classified. 

 

 
 

Figure 2. False-news model proposed for categorization 

 

Figure 2 explains about proposed architecture. Initially 

takes input datasets and applies to pre-processing of data. 

After pre-processing given proceed data to the LSTM network. 

LSTM network takes the data, initially input gate takes the 

data and sends that to the fort gate, here previous input is 

forgotten and sends the data to the output gate by enabling the 

corpus relationship between the data. If the data belongs to 

positive classified as positive data or else classified as negative 

data.  

Figure 3 is an LSTM memory block described below is for 

a single chain; the model consists of a single memory block 

connected to a single self-recurrent link. One of the most 

significant differences between MD-LSTM and the One-

Dimensional LSTM (1D-LSTM) in terms of operations is that 

numerous interconnections are available for each axis. These 

links are responsible for transporting context data from one 

location to another. 

 

𝑗
𝑛

 =  𝑠𝑖𝑔𝑚(𝑋𝑛. 𝑌𝑙  + ∑ 𝐾𝑛
𝑟𝑘𝑙−1

𝑟  +  𝐷𝑛
𝑟𝑑𝑙−1

𝑟  +  𝑎𝑛𝑝∈𝑝 ) 

(Input gate) 

 

𝑒𝑛 = 𝑠𝑖𝑔𝑚(𝑋𝑛. 𝑌𝑙 + ∑ 𝐾𝑒𝑘𝑙−1 + 𝑑𝑛
𝑟,

𝑑𝑙−1
𝑟,

𝑝∈𝑝 + 𝑎𝑒
𝑟,

)  

(Forget gate for the axis𝑟) 

 

𝑓
𝑛

 =  𝑡𝑎𝑛ℎ(𝑋𝑓𝑛. 𝑌𝑙  + ∑𝑘𝑓𝑛
𝑟

𝑝∈𝑝

𝑘𝑙−1
𝑟 + 𝑎𝑓𝑛) 

(axis gate) 

 

𝑓
𝑛

 =  ∑ 𝑒𝑛
𝑟  ⊙  𝑘𝑙−1

𝑟 +  𝑗
𝑛

 ⊙  𝑒𝑛

𝑝𝜖𝑝

 

 

𝑄𝑛  =  𝑠𝑖𝑔𝑚(𝑋𝑄. 𝑌𝑙  +  ∑ 𝐾𝑄
𝑟𝑘𝑙−1

𝑟  +  𝐷𝑛𝑑𝑄  +  𝑎𝑄𝑝𝜖𝑝 )  

(Output Gate) 

 

𝐾𝑛  =  𝑄𝑛  ⊙ 𝑡𝑎𝑛ℎ 𝑓
𝑛
 

(Net Output Gate) 

 

where, P denotes the connections between the axes and the 

axes themselves (x and y for 2D). 

 

 
Figure 3. LSTM memory block 

 

Experimental results: 

Data Set: 

It is vital to gather news data to create an accurate and 

balanced dataset. It is also essential to provide high quality 

training data and give excellent outcomes. Even though there 

is a significant number of accessible datasets available for the 

research of false news. The literature demonstrated are 

significant restrictions in terms of size, categorization, and 

prejudice. After Following a thorough investigation, we 

developed a more complete WELFake. the result of combining 

four datasets, and Reuters, Kaggle, and McIntire and 

BuzzFeed, for a couple of different reasons. For starters, they 

have a similar look and feel. a two-category organisational 

structure (i.e., real, and fake news). Secondly, Combining the 

datasets decreases the constraints and increases the accuracy 

of the results. open dataset including 72,134 news stories 

grouped into 35,028 categories. There are 37,106 pieces of 

false news. There are three records in the collection.  

Each of the columns should have a binary label for "fake 

news" and "real news" (i.e., title, text, and label). Table IV 
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summarises the WELFake dataset's balanced distribution of 

false and true news across all four feature areas. 

Short sentences (less than ten words) representing true news 

outnumber short sentences (less than ten words) indicating 

false news in terms of the total number of short sentences. 

False news articles are also more subjective than their real-

news counterparts; c) the readability of language in fake news 

is worse than that of real-news text; d) the quantity of articles 

representing genuine news is more than that of fake-news 

articles. 

Pre-processing of data: Depending on the dataset and the 

project's goals, several ways are used to deal with challenges 

including typographical errors, unstructured data format, and 

other limits in the collected data. 

Section a deal with missing data, such as null and non-

existent entries in the dataset that obstruct the feature 

engineering process (such as NaNs and NULLs). We utilised 

a missing value imputation approach to estimate missing 

values and then analyse the whole data set as if these estimated 

values were the genuine observed values since eliminating 

data entries with missing values may result in the loss of 

essential information. 

Errors occurred during the collection of the data lead data 

points to be inconsistent. To detect and correct outliers, we 

employed a number of visualisation methods and 

mathematical functions such as the IQR score, box plots and 

Z-scores. 

De-duplication is the process of eliminating repetition, 

which may lead to biased judgments, when many persons 

acquire the same information. 

Stop words (and other noise) that are grammatically whole 

but have no semantic importance in news classification 

methods may be removed using irrelevant data. 

When stop words are removed, but tokens are left in place, 

the model's performance improves somewhat. 

f) Stemming: This approach uses the Porter-Stemmer 

algorithm to extract a term's root word by analysing the text's 

properties. As soon as it is unable to locate the root word, it 

generates the closest possible canonical form.  

 

 
 

Figure 4. Accuracy 

 

Accuracy = (TP +TN) / (TN + FP +TP +FN) 

 

Figure 4 shows the accuracy with which samples were 

classified as fake or not. And the graph compares the existing 

TI-CNN [20], GDU [21], MLP [22] models and proposed 

GloVE-LSTM model. TI-CNN model fails to perform 

classification of fake and genuine samples. Because fake data 

is very closely related to genuine data TI-CNN, GDU and 

MLP fails to memorize the relationship between different text 

sequences. But the proposed GloVe-LSTM model contains a 

memory unit that can give improved accuracy when the 

quantity of epochs rises. At the same time, other models fail to 

provide enhanced accuracy while the number of epochs is 

enlarged. CNN is not apt for text data processing, producing 

between 80 to 50% accuracy. 

 

 
 

Figure 5. Precession 

 

The greater the number of FPs introduced into the mix, the 

uglier that precision will seem. 

 

Precision = TP / (TP + FP) 

 

Figure 5 depicts the precession categorization of bogus 

news samples and real news samples. And the graph compares 

the existing TI-CNN [20], GDU [21], MLP [22] models and 

proposed GloVe-LSTM model. The precession of TI-CNN 

model is between 60% and 80% because TI-CNN model is not 

able to process text data in an effective way, CNN is not 

having any memorize mechanism. But the GloVE-LSTM 

model contains a memory unit as well as suitable to process 

text data so that it can give better precession while the number 

of epochs increases. Other models are not apt for text data 

processing, producing precession less than 80% precession. 

 

 
 

Figure 6. Recall 

 

Recall is calculated as the quantity of accurate optimistic 

findings separated by the total amount of appropriate samples. 

 

Recall = TP / (TP + FN) 

 

Here Figure 6 represents recall for the classification of fake 

and genuine news data. On X-axis of the graph represented the 

number of epochs and Y-axis shows the recall. Here the graph 
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shows the existing TI-CNN [20], GDU [21], MLP [22] models 

and proposed GloVe-LSTM model. GDU model suffering 

from the gradient exponent problem it is under performed, 

MLP and TI-CNN give recall between 50% to 90%. due to the 

limitation of handling text data these two models are not 

performing better compared to proposed GloVE-LSTM model. 

 

 
 

Figure 7. F-score 

 

Here Figure 7 represents the classification of fake news 

samples and genuine news samples F-Score. And the graph 

compares the existing TI-CNN [20], GDU [21], MLP [22] 

models and proposed GloVe-LSTM model. The precession of 

TI-CNN model is between 60% and 80% because TI-CNN 

model is not able to process text data in an effective way, CNN 

is not having any memorize mechanism. But the GloVE-

LSTM model contains a memory unit as well as suitable to 

process text data so that it can give better F-Score while the 

number of epochs increases. Other models are not apt for text 

data processing, producing precession less than 80% 

precession. 

 

 

4. CONCLUSION 

 

The GloVe-LSTM model, which is based on deep learning, 

was used in this study to perform false news categorization. 

The GloVe model was used to improve the accuracy of the 

results. Existing models are failing miserably when it comes 

to properly processing text data since most of the models are 

not concentrating on correct characteristics that accurately 

represent the true meaning of the data being processed. The 

proposed model makes use of the GloVe to identify 

appropriate features from text data. In addition, the LSTM 

model is employed for text data categorization. WELFake is 

being used to test the performance of new and current models 

using a publicly available open dataset. When compared to the 

existing TI-CNN, GDU, and MLP models, the proposed model 

outperforms them all. 
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