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 Tomatoes are preferred by farmers because of their high productivity. This fruit has a fibrous 

structure and contains plenty of vitamins. Tomato diseases are generally observed on stem, 

fruit, and leaves. Early diagnosis of the disease in plants is of vital importance for the plant. 

This is very important for farmers who expect economic gain from that plant. Because if the 

disease is not treated early, these tomatoes should be destroyed. For these reasons, systems 

to diagnose the disease early are very important. In this study, a tomato leaf diseases 

classification model developed with deep learning methods, which is one of the most 

popular artificial intelligence techniques, is proposed in order to eliminate the possibility of 

the human eye being mistaken. In this study, 6 different Convolutional Neural Network 

(CNN) architectures were used. In the first stage of this study, which consists of two stages, 

the classification process was carried out with the Alexnet, Googlenet, Shufflenet, 

Efficientb0, Resnet50, and Inceptionv3 architectures that were previously trained. In the 

second stage, feature maps of tomato leaf images in the dataset were obtained using the six 

pre-trained deep learning architectures. In the hybrid model proposed in this study, the 

feature maps extracted using the best two of the six deep learning models are concatenated. 

Then, the Neighborhood Component Analysis (NCA) method was applied to the extracted 

features in order to speed up the system, unnecessary features were removed and optimized. 

The optimized feature map is classified by traditional intelligent classification models. As a 

result of experimental studies, the average accuracy rate of the proposed model is 99.50 

percent. 
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1. INTRODUCTION 

 

Tomato fruit is one of the most consumed nutrients in the 

world [1]. Therefore, its production is quite high all over the 

world. This is a source of livelihood for most people. It is very 

important for the farmers that the tomato plant is healthy and 

yields abundant products in terms of economic gain. Tomatoes 

can be affected by environmental conditions and climatic 

features, just like other plants, and they can get diseases. 

Changing climatic conditions, international travel, trade of 

plant materials cause new virus species to enter the production 

system [2]. Tomato diseases can be caused by fungal and 

bacterial as well as viruses. Fungal diseases are usually seen 

as a small water-soaked spot on the leaf of the tomato, and they 

become round spots 0.3 cm in diameter in a short time [3]. In 

bacterial diseases, hot and rainy weather facilitates the 

progression of the disease. In Bacterial spot disease caused by 

the bacteria Xanthomonas campestris pv vesicatoria, the spots 

appearing on the leaves are small in the initial stage of the 

disease, but later they take on a dark brown irregular shape 

with pits of 0.6 cm to 1.2 cm in size on the tomato and leaf [3]. 

Early diagnosis of tomato leaf diseases is very important for 

the treatment of the plant. Yellow leaf curl virus, bacterial spot, 

mosaic virus, septoria leaf spot, leaf mold, late blight, powdery 

mildew and early blight diseases are the most common tomato 

leaf diseases [4]. Image samples of some diseased leaves are 

shown in Figure 1 and image samples of tomatoes infected 

with some bacterial diseases are shown in Figure 2. 

 

 
 

Figure 1. Diseased tomato leaves a) Septoria leaf spot 

disease b) Early blight disease c) Late blight disease 

 

 
 

Figure 2. Diseased tomatoes caused by bacteria a) Green b) 

Red [3] 
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It is a very difficult task that requires expertise to distinguish 

diseases from each other, since there are many types of 

deformations caused by viruses, bacteria or fungi that cause 

disease in tomato leaves, and deformations caused by physical 

destruction on the leaf surface. In cases where there are not 

enough specialists or even if there are enough specialists, deep 

learning technologies are used so that the existing specialists 

do not spend too much time on the classification process by 

distinguishing the diseases from each other and not 

experiencing a loss of workforce. The establishment of 

automatic detection systems will be useful in the diagnosis of 

diseased leaves, especially in planting activities where the area 

to be planted is quite large and a lot of budgets is allocated. 

There are many models developed with deep learning 

technologies. The most used model in the field of image 

classification is the CNN model. In this study, experiments 

were carried out using six of the most well-known and proven 

CNN architectures. During the experiments, the publicly 

available Taiwan tomato leaf dataset containing six classes 

was used. In our study, a hybrid architecture was proposed in 

order to increase the classification accuracy of tomato leaf 

disease images and to obtain more effective results. In this way, 

it is aimed to increase the production amount by detecting 

diseases on tomato leaves earlier. In this model proposed in 

this paper; Googlenet and Resnet50, which are the most 

successful, are used as the architectural basis. The feature 

maps obtained from the Googlenet and Resnet50 architectures 

were concatenated and then the unnecessary features were 

extracted with the NCA method, which is a feature selection 

method. In this way, the training time of the model is reduced. 

Then, the classification process was carried out using K-

Nearest Neighbors (KNN), Support Vector Machine (SVM), 

Naive Bayes (NB), and Decision Tree (DT) machine learning 

methods. 

The contribution of the study to the literature is as follows: 

• NCA method has been used effectively as a feature 

selection method in the detection and classification of 

tomato leaf disease. Thus, it has been determined that 

the training time of the model is shortened due to less 

qualified features. 

• In this study, a hybrid model is proposed in order to 

increase the accuracy of tomato leaf disease 

classification. Namely; it is the case of concatenating 

the features produced by many well-known CNN 

architectures and selecting the best ones with the help 

of NCA and sending the resulting feature set to the 

classifiers. It has been determined that the hybrid 

model has higher accuracy than other models in the 

literature.  

• Scientific studies obtained using deep models in the 

detection of tomato leaf disease have been compiled. 

The remaining parts of this study are as follows. In the 

second section, scientific studies on the classification of 

tomato leaf diseases are presented. In the third section, the 

CNN models, classification methods and feature selection 

algorithm used in the experiments are explained. In the fourth 

section, information is given about the proposed hybrid model 

and the datasets used. Experimental results are included in the 

fifth section. Discussions and results are presented in the sixth 

and last section. 
 

 

2. RELATED WORKS 
 

Many scientific studies have been carried out in the 

literature for the detection of tomato diseases. Some of these 

studies are: 

Cengil and Cinar [4] used 2 datasets to classify tomato leaf 

diseases in their study. They applied the mRMR feature 

selection technique to the features obtained from Alexnet, 

VGG16, and Resnet50 deep learning architectures. These 

features were used by the classification algorithms. They 

stated that the accuracy in the Taiwan dataset was 96.5%, 

while the accuracy in the Tomato diseases dataset was 98.3%. 

Tm et al. [5] used a dataset containing approximately 18160 

leaf images with 10 classes to classify diseased tomato leaves 

in their study. The images in the dataset are given as input to 

the Lenet architecture. They stated that the average accuracy 

rate they obtained was 94-95%. The use of more up-to-date 

architectures, whose performance has been accepted by the 

whole scientific world, can increase the success of the study. 

Hasan et al. [6] tried to detect areas with high disease in 

farms using CNN architectures. They used drones to identify 

diseased areas. In addition, they used a 3-class dataset 

consisting of a total of 2600 tomato leaf images, 2100 of which 

they obtained from the internet and the other 500 obtained 

from farms. They reported that 99% accuracy was achieved 

when the training rate was 85%. There are datasets with more 

classes and more images in the literature. It is thought that the 

number of images contained in this data set is not sufficient for 

the effective operation of CNN architectures. 

Agarwal et al. [7] tried to classify tomato leaf disease on a 

10-class dataset using CNN architectures. Their average 

accuracy rate was 91.2%. The number of images in the classes 

in the dataset is unstable. Therefore, they stated that data 

duplication techniques are used, thus making the data set 

stabled. 

In their study, Basavaiah and Anthony [8] used color 

histograms, hu moments, haralick, and local binary pattern 

feature extraction methods together to extract features such as 

color, texture, and shape in order to increase the accuracy rate 

in the classification process of tomato leaf images. They 

applied classification process on a data set consisting of 500 

tomato leaf images with 4 classes. While the accuracy 

obtained in the DT classifier was 90%, they reported the 

accuracy rate obtained from the Random Forest (RF) classifier 

as 94%. The number of images in the dataset used in their 

study is quite low. 

Rangarajan et al. [9], in their study, classified 13262 tomato 

leaf images in the 7-class PlantVillage dataset with Alexnet 

and VGG16 architectures, which are deep learning 

architectures. While the accuracy value obtained by the 

Alexnet architecture was 97.29%, the accuracy obtained by the 

VGG16 architecture was 97.49%. Researchers used pre-

trained models in their study. New models can be developed 

to increase the existing accuracy value obtained. 

Chen et al. [10] used a dataset containing 8616 images to 

describe and classify tomato leaf diseases. In the study, they 

used the BWTR method to reduce noise and remove noise 

from leaf images. Then, they separated the tomato leaves from 

the background with the ABC algorithm. Finally, they used the 

B-ARNet model based on the main body of the ResNet50 

network to describe the images. It was stated that the accuracy 

of their proposed model was 89%. 

Zhang et al. [11] used transfer learning methods Alexnet, 

Resnet, and Googlenet to identify tomato leaf diseases in their 

study. They used a dataset containing 5550 images and disease 

classes. The highest accuracy value was obtained from Resnet 

architecture with 97.28%. 
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In their study, Elhassouny and Smarandache [12] classified 

tomato disease images using the Mobilenet model, which is a 

CNN architecture. They designed a system in which tomato 

leaf images taken with a mobile phone camera are first applied 

by transfer learning methods and then these images are 

classified. The dataset they used during the experiments 

includes 7176 images with 10 classes. It is stated that the 

accuracy rate obtained when the learning rate value of 0.001 is 

selected is 90.3%. 

Batool et al. [13] tried to classify tomato leaf diseases using 

many CNN architectures in their study. They used a 9-class 

dataset with a total of 450 images, 270 images for training 

purposes and 180 images for testing purposes. Since the 

tomato leaf images they used were different in size, they 

resized these images to 227×227. The k-NN classifier was 

used to classify the images. It was emphasized that the highest 

accuracy value of 76.1% was obtained with the Alexnet 

architecture. In this study, deep learning architectures were 

tried to be used with very little data. There is limited data in 

this study.  

 

 

3. MATERIAL AND METHODS 

 

3.1 Classification methods 

 

SVM classifier is one of the most widely used and known 

classical machine learning techniques. It was recommended by 

Vapnik [14]. SVM offers four types of cores due to its 

structure. These are radial basis function, polynomial, sigmoid 

and linear. The linear one of these kernel types is used 

effectively especially in large data sets. The mathematical 

expression for the linear kernel is shown in Eq. (1) [15]. 

 

𝐾(𝑥𝑖 , 𝑥𝑗) = (𝑥𝑖 . 𝑥𝑗 + 𝑐) (1) 

 

The working logic of the KNN classifier is quite simple. 

Samples are classified according to the class of their nearest 

neighbors [16]. In determining the class, k nearest neighbors 

are taken into account. This classification technique is also 

known as memory-based classification, since the training 

samples must be in memory at the time of study [17]. 

The NB classifier makes learning significantly easier by 

assuming that the features are independent of the given classes 

[18]. NB is a classifier inspired by Bayes theorem shown in 

Eq. (2), which is largely based on the conditional probability 

calculation method. While the algorithm is running, it first 

calculates the probability of all possible states for each element. 

Then, it includes each element in the class with the highest 

probability [19]. 

 

𝑈(𝑥 = 𝑐𝑦) =
𝑈(𝑦𝑥 = 𝑐)𝑈(𝑥 = 𝑐)

𝑈(𝑦)
 (2) 

 

DT works by continuously dividing the data contained in 

the dataset. A test node computes some results based on the 

attribute values of a sample. Here each possible outcome is 

associated with one of the subtrees. An example is classified 

starting from the root node of the tree [20]. For datasets with 

too many features, DT learns slowly. 
 

3.2 Pre-trained CNN models 
 

A total of 6 pre-trained deep models, Alexnet, Googlenet, 

Resnet50, Efficientnetb0, Inceptionv3, and Shufflenet 

architectures, were used during the experiments. The Alexnet 

architecture was proposed by Krizhevsky et al. It was 

introduced in the Imagenet 2012 competition. It is one of the 

most popular deep learning architectures. Alexnet accepts 

227×227 images [21]. Although the Googlenet architecture is 

similar to the Inception architecture, it was developed to 

achieve better computational capacity [22]. The Efficientnetb0 

architecture is a member of the Efficientnet family, which 

includes 8 different architectures from b0 to b7. It is an 

architecture that achieves very successful results. 

Efficientnetb0 accepts 224x224 images [23]. Shufflenet is a 

deep model designed to provide effective results even on 

devices with low computing power. This model accepts 

224×224 images [24, 25]. Resnet50 architecture accepts 

224×224 images just like Googlenet and Shufflenet 

architectures. Resnet50 structurally adopted batch 

normalization [26-28]. The Inceptionv3 architecture has been 

developed with features inherited from the Inceptionv1 and 

Inceptionv2 architectures. The Inceptionv3 architecture, 

which consists of 315 layers, accepts images with a size of 

299×299 [29]. 
 

3.3 NCA method 
 

NCA is used to reduce computational cost and to obtain 

more useful feature maps with smaller size. Thanks to this 

method, lower-dimensional feature maps are obtained by 

optimizing the matrix without losing valuable information. 

The NCA method is one of the optimization methods that is 

used effectively to remove less valuable features from the 

feature map and to reduce the time consumption cost. This also 

reflects positively on classification costs. 
 

 

4. PROPOSED HYBRID MODEL 
 

The publicly available Taiwan tomato leaves dataset was 

used in the experiment [30]. There are 4976 tomato leaf 

images in the data set. In this data set, there are a total of 6 

classes, 1 of which is healthy.  

These classes are Black mold, Bacterial spot, Gray spot, 

Late blight, Powdery mildew, and Healthy. The number of 

images of tomato leaf diseases in the data set is presented in 

Table 1. 

Googlenet and Resnet50 architectures, which have been 

very popular in recent years, have been used as the basis for 

the proposed model. Thanks to these architectures, different 

features of the images in the Taiwan dataset were obtained. 

The size of the feature map obtained in each architecture is 

4976×1000. Then, a feature map of 4976×2000 size was 

obtained by concatenating the obtained feature maps. NCA 

dimension reduction method was utilized to decrease the size 

of the obtained feature map. After applying the NCA size 

reduction method, the size of the resulting feature map was 

4976×253. Finally, the optimized feature map is classified by 

traditional machine learning methods. The block diagram of 

our proposed method is demonstrated in Figure 3. 

Table 1. Architectural design of the proposed hybrid model 
 

Disease classes Bacterial spot Black mold Gray spot Late blight Powdery mildew Healthy Total 

The number of images 880 536 672 784 1256 848 4976 
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Figure 3. Architectural design of the proposed hybrid model 

 

 

5. EXPERIMENTAL RESULTS  

 

It was carried out with Matlab 2021b program on a 

computer with i7 processor, 8 GB RAM and 6 GB graphics 

card. Confusion matrix was used to evaluate the performance 

metrics of the models. They are TP (True Positive), FP (False 

Positive), FN (False Negative), and TN (True Negative). An 

example of the confusion matrix is given in Table 2. 

 

Table 2. Confusion matrix 

 
Actual 

Class 

1 TP FP 

2 FN TN 

  1 2 

  Prediction Class 

 

The performances of deep models during the experiments 

are calculated using the confusion matrix. There are many 

evaluation methods available. In this study, accuracy, 

sensitivity, specificity, and F1_Score were used to evaluate the 

performance of the models as shown in Eq. (3), Eq. (4), Eq. 

(5), and Eq. (6), respectively [22]. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (3) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (4) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (5) 

 

𝐹1_𝑆𝑐𝑜𝑟𝑒 =
2 ∗ 𝑇𝑃

(2 ∗ 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁)
 (6) 

 

Firstly, results were obtained in six different pre-trained 

CNN architectures to compare the performance of the model 

proposed in this study. In the experiments, the data set was 

divided into 80% as training and 20% as testing. The accuracy 

values obtained in these architectures are listed in Table 3. 

When Table 3 is examined, Inceptionv3 has the highest 

accuracy value of 92.82% among 6 different CNN 

architectures, and Shufflenet architecture has the lowest 

accuracy value with 87.85%. Table 4 shows the confusion 

matrices showing the accuracy values of the 6 CNN 

architectures. In addition, in Table 4, Bacterial spot, Black 

mold, Gray spot, Late blight, Health and, Powdery mildew 

classes are expressed as 1, 2, 3, 4, 5 and 6, respectively. 

In the proposed hybrid method, feature maps from the 

highest performing Resnet50 and Googlenet architectures 

were concatenated. NCA dimension reduction method was 

applied to the concatenated feature map. In this way, the 

training phase of the model will take less time. Many machine 

learning classifiers were used while testing the proposed 

model. The results obtained are presented in Table 5. The 

accuracy value of the proposed model is indicated in bold. 

 

Table 3. Accuracy values from CNN architectures 

 
Efficientnetb0 Resnet50 Inceptionv3 Alexnet Googlenet Shufflenet 

58.29 75.48 73.57 73.27 75.68 69.75 

 

Table 4. Confusion matrices of CNN architectures 

 
Efficientnetb0 Resnet50 

Actual 

Class 

1 108 17 22 22 1 6 

2 27 42 3 21  14 

3 15 2 45 18 8 46 

4 4  17 81 8 47 

 5     168 2 

 6 18 51 22 11 13 136 

  1 2 3 4 5 6 

  Prediction Class  
 

Actual 

Class 

1 125 4 30 7  10 

2 8 69 11 14  5 

3 13  64 18 2 37 

4  2 9 122 2 22 

 5     170  

 6 12 14 5 19  201 

  1 2 3 4 5 6 

  Prediction Class  
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Inceptionv3 Alexnet 

Actual 

Class 

1 138 3 12 22  1 

2 22 62 6 16  1 

3 24  58 19  33 

4   5 133 1 18 

 5    1 169  

 6 15 38 5 20 1 172 

  1 2 3 4 5 6 

  Prediction Class   
 

Actual 

Class 

1 114 1 24 30 4 3 

2 12 69 12 8  6 

3 7  69 13 3 42 

4 3 1 16 104  33 

 5     170  

 6 7 12 16 13  203 

  1 2 3 4 5 6 

  Prediction Class   
 

Googlenet Shufflenet 

Actual 

Class 

1 102 3 36 29  6 

2 2 74 3 25  3 

3 11  85 21 2 15 

4  1 7 132 1 16 

 5     169 1 

 6 17 9 11 16 7 191 

  1 2 3 4 5 6 

  Prediction Class   
 

Actual 

Class 

1 109 6 38 12  11 

2 17 63 11 14  2 

3 12 1 54 28 7 32 

4 2 1 15 106 1 32 

 5   1  164 5 

 6 12 20 9 11 1 198 

  1 2 3 4 5 6 

  Prediction Class   
 

 

Table 5. Results obtained with different machine learning 

methods (%) 

 
Model Accuracy 

Googlenet+Resnet+NCA+NB 64.60 

Googlenet+Resnet+NCA+SVM 98.40 

Googlenet+Resnet+NCA+DT 62.20 

Googlenet+Resnet+NCA+KNN 99.50 

 

Table 6. The confusion matrix of the proposed model 

(Googlenet+Resnet50+NCA+KNN) 

 

Actual 

Class 

1 873 1 1 1  4 

2 1 533 1 1   

3 2  667 2  1 

4    784   

 5     848  

 6 7   1  1248 

  1 2 3 4 5 6 

  Prediction Class    

 

Finally, the optimized feature map was classified in the 

KNN method. The accuracy of the proposed model was 

99.50%. The confusion matrix obtained in this model is shown 

in Table 6. 

Our proposed model classified 4953 of the 4976 tomato leaf 

images correctly, while misclassifying 23 of them. Our 

proposed model did not make any incorrect predictions in the 

Late blight and Health classes. The average accuracy value 

obtained in the proposed model was 99.50%. This average 

accuracy value obtained is higher than the accuracy values 

produced by the standard CNN architectures used during the 

experiments of the proposed model. The performance 

evaluation criteria obtained in our model are shown in Table 7. 

 

Table 7. Performance evaluation of the proposed model on 

the basis of class (%) 

 
 Accuracy Sensitivity Specificity F1_Score 

Bacterial 

spot 
99.20 98.86 99.82 99.03 

Black 

mold 
99.44 99.81 99.93 99.62 

Gray spot 99.25 99.70 99.86 99.47 

Late 

blight 
100 99.36 100 99.68 

Powdery 

mildew 
100 100 100 100 

Healthy 99.36 99.60 99.78 99.48 

 

Table 8. Comparison of methods on classification of tomato diseases 

 
Author / Year Dataset / Class Number Method Accuracy (%) 

Cengil and Cinar / 2021 [4] Tomato diseases / 10 CNN, mRMR, and QDVM 98.30 

Cengil and Cinar / 2021 [4] Taiwan / 6 CNN and KNN 96.50 

Tm et al. / 2018 [5] PlantVillage / 10 LeNet 94.00-95.00 

Hasan et al. / 2019 [6] 2600 image / 3 Inceptionv3 99 

Agarwal et al. / 2020 [7] PlantVillage / 10 CNN 91.20 

Basavaiah and Anthony / 2020 [8] 500 image / 4 Handcrafted and DT 90 

Basavaiah and Anthony / 2020 [8] 500 image / 4 Handcrafted and RF 94 

Rangarajan et al. / 2018 [9] PlantVillage / 7 VGG16 97.49 

Rangarajan et al. / 2018 [9] PlantVillage / 7 AlexNet 97.29 

Chen et al. / 2020 [10] 8616 image / 5 ABCK, BWTR, and B-ARNet 89 

Zhang et al. / 2018 [11] 5550 image / 9 ResNet 97.28 

Elhassouny and Smarandache / 2019 [12] 7176 image / 10 MobileNet 90.30 

Batool et al. / 2020 [13] 450 image / 9 AlexNet 76.10 

Proposed Model / 2022 Taiwan Tomato Leaves / 6 Googlenet, Resnet50, NCA, KNN 99.50 

 

 

6. CONCLUSIONS 

 

A diseased tomato leaf can often be seen with the naked eye. 

However, it is quite a matter of expertise to understand which 

leaf disease this disease is. These diseases can often be 

confused with each other. In this study, popular CNN networks 
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were used as base to classify tomato leaf diseases. The aim 

here is to diagnose the diseases in the tomato leaves early and 

to start the treatment process of the plant early, in fact to 

prevent the spread of this disease. In this way, product quality 

and quantity will increase. In this study, 6 different CNN 

architectures, which are frequently used in the literature with 

proven success, were adapted. Two of the most successful of 

these were adjusted as the base in the hybrid model, which was 

first proposed in this article. There are different studies in the 

literature to classify tomato leaf diseases. These studies are 

shown in Table 8. When the hybrid model we proposed was 

compared with state-of-the-arts works, it was seen that it 

achieved very promising and competitive results. Testing the 

proposed model on a data set is the limitation of our study. In 

our future studies, it is among our goals to work with a data set 

containing images collected from more regions. 
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