
Distance Estimation Between Camera and Shrimp Underwater Using Euclidian Distance 

and Triangles Similarity Algorithm 

Arif Setiawan1,2*, Hadiyanto Hadiyanto3,4, Catur E. Widodo4,5 

1 Doctoral Program of Information Systems, School of Postgraduate Studies, Diponegoro University, Jl. Imam Bardjo SH, 

Semarang 50241, Indonesia 
2 Department of Information System, Faculty of Engineering, Muria Kudus University, Jl. Lingkar Utara, Kayuapu Kulon, 

Gondangmanis, Kudus 59327, Indonesia 
3 Center of Biomass and Renewable Energy (CBIORE), Department of Chemical Engineering, Diponegoro University. Jl. Prof. 

Soedarto SH, Tembalang, Semarang 50271, Indonesia 
4 School of Postgraduate Studies, Diponegoro University, Jl. Imam Bardjo SH, Semarang 50241, Indonesia 
5 Department of Physics, Faculty of Science and Mathematics, Diponegoro University, Jl. Prof. Soedarto, Tembalang, 

Semarang 50275, Indonesia 

Corresponding Author Email: arif.setiawan@umk.ac.id

https://doi.org/10.18280/isi.270504 ABSTRACT 

Received: 25 July 2022 

Accepted: 6 October 2022 

Camera is the main tool for monitoring shrimp underwater with a noninvasive method. 

Distance of the shrimp underwater with the varying camera causes the monitoring of the 

estimated shrimp size to be less accurate. This study provides a new solution to detect the 

distance of shrimp underwater with a camera using the Euclidian distance and triangle 

similarity algorithm. The problem raised in this study is how to measure the distance of a 

shrimp underwater with a camera. The method used has several stages, including using the 

grayscale image method, image thresholding, edge detection, detection of Region of Interest 

(ROI), determining the position of shrimp coordinates, calculating the length of shrimp 

coordinates, camera calibration using the triangle similarity algorithm, calculating the 

estimated distance of shrimp with the camera. The study results obtained a focal length 

value of 1298.58, the value of the distance between the shrimp and the camera (D') for 5 

positions of shrimp underwater from 50 cm – 19.86 cm, and the RE value from 0% - 0.13%. 

In conclusion, this method can be used to measure the estimated distance between of 

moving shrimp and a camera with a low error rate. 
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1. INTRODUCTION

Shrimp farming is a business in the waters sector that has an 

impact on economic improvement in many developing 

countries [1]. Shrimp is a cultivated product that is very 

popular with people in many countries [2]. Shrimp results can 

be processed into various processed foods. Shrimp is one 

component of food security [3]. Monitoring the condition of 

shrimp under water is very much needed in aquaculture [4]. 

Monitoring the size of shrimp from seed to harvest is needed 

to determine feed requirements [5]. The increasing demand for 

shrimp causes shrimp farmers to provide abundant harvests. 

Non-invasive monitoring methods using the camera are 

needed for monitoring shrimp underwater, because traditional 

monitoring methods with direct shrimp catch models, cause 

shrimp stress and death, thereby reducing crop yields [6]. 

Computer vision is a modern technology that is suitable to 

be applied in the shrimp farming environment [7]. Smart 

shrimp farming uses computer vision technology, using 

cameras as a medium for monitoring shrimp under water [8]. 

The position of the shrimp that swims freely underwater 

causes the monitoring of shrimp size to be inaccurate [9]. The 

difference in the position of the shrimp with the distance of the 

shrimp object with the camera varies, causing the shrimp 

captured by the camera in the form of a 2D image to have an 

inaccurate size [10]. A method is needed to determine the 

estimated distance of the position of shrimp underwater with a 

camera, so that from the estimated distance obtained, it can be 

used to increase the accuracy of monitoring shrimp size [11]. 

Digital image processing is the first step in computer vision 

in detecting shrimp under water [12]. Image segmentation 

technique is used to process the digital image of shrimp. 

Changing the red green blue (RGB) image to grayscale is the 

first step in segmentation. Thresholding is a method that is 

widely used for digital image segmentation. Thresholding is 

the stage of separating the image object from the background 

and foreground objects [13]. Edge detection is the stage for 

detecting objects after the thresholding process. In this 

operation, the edges of objects are detected to make the 

boundary between foreground and background clearer [11]. 

Canny algorithm is the most widely used method in edge 

detection [14]. This method has a good level of accuracy in 

providing a border on an image [15]. 

Region of Interest (ROI) detection is used to retrieve the 

object area from its background [16]. ROI detection is used to 

predict the object area in a digital image [17]. After the image 

object area is known through the ROI process, the coordinates 

of the object area point are calculated. Image object is an area 

in the image which is a pixel matrix. Image objects have 

position coordinates that can be known from the coordinates 
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of the X and Y axes in the 2D image dimensions [18]. 

Triangle similarity is widely used in several research fields. 

Spirkovska in his research proposed the introduction of 3D 

objects using similar triangles and decision tree algorithms. 

Spirkovska uses similar triangles algorithm to calculate the 

similarity of object characteristics and decision tree algorithm 

to classify objects [19]. Madi in his research proposes to 

determine the distance in the recognition of deformed 3D 

objects using triangles decomposition. Madi explained that the 

resulting graph distance estimate is error tolerant, so this 

algorithm is very suitable to be used [20]. 

Klinaku in his research proposed a similar triangle for the 

distance property on the doppler effect. In his research, my 

clinic used the Euclidian distance from the doppler effect to 

calculate the frequency of the waves [21]. Hu in his research 

used a similar triangle to reconstruct a map to explore 

information on flexibility and scalability in 3 dimensions (3D). 

Hu processed the digital image of the map by determining the 

appropriate object plane in terms of similarity, texture 

smoothness, and image boundaries [22]. 

In his research, Bundak uses a similar triangle for 

positioning in magnetic field space. Bundak uses a 

combination of fuzzy, similar triangle and Euclidian distance 

to estimate the position in the force field area in a magnetic 

field [23]. Garg in his research proposed a new algorithm for 

measuring distance in fuzzy clustering using a triangle center. 

Grag explained that there are 4 central points in clustering, 

namely the centroid, orthocenter, circumcenter and incenter of 

the triangle. Garg uses these 4 types of center points to 

determine distance [24]. Navarro in his research proposed a 

similar triangle to detect anomalies. Navarro explained that 

triangle-based detection is included in distance-based 

detection. This study resulted in a good system for outlier 

detection [25].  

The researchers observed shrimp, regardless of the distance 

between the fish and shrimp and the camera. Liu in his 

research carried out shrimp detection using the deep learning 

shrimpnet 3 algorithm [26]. Lin in his research conducted 

shrimp detection using the Yolo algorithm, Lin explained that 

the brightness and light distribution factors were very 

influential in the detection of shrimp [27]. Another study was 

conducted by Isa, using CNN transfer learning to observe 

shrimp under water. Isa used the Over Union Intersection 

(IOU) method to analyze the image [28]. Hu in his research 

made observations to recognize patterns and classify shrimp, 

Hu explained that in observing shrimp patterns using the CNN 

Shrimpnet algorithm [29]. Yu in his research made 

observations on shrimp diseases. Yu explained that his 

research looked at the bacteria found in shrimp as seen from 

the Total Variable Count (TVC) [30]. In his research, Thai 

observed population density and shrimp size, Thai used 

computer vision method with U-net and watershed 

segmentation methods [31]. 

From the background, there is no application of the similar 

triangle algorithm for distance detection to objects, this study 

proposes a similar triangle method to detect the distance of 

shrimp underwater with a camera. 

 

 

2. MATERIAL AND METHOD 

 

This research has several stages, the stages of research 

carried out are (a) data retrieval of shrimp, (b) processing of 

RGB shrimp images into grayscale images, (c) processing of 

grayscale images into binary images using the Otsu algorithm, 

(d) detecting the ROI of shrimp objects, (e) processing the 

coordinates of the shrimp position, (f) calculating the length of 

the shrimp underwater from the camera catch, (g) measuring 

the length of the shrimp manually with a measuring instrument, 

(h) measuring the estimated distance between the shrimp and 

the camera manually, (i) calculate the focal length value, (j) 

measure the estimated distance between the shrimp 

underwater and the camera from 5 positions to 1 shrimp. The 

research flow can clearly be seen in Figure 1. 

 

 
 

Figure 1. Research flowchart 

 

The data used in this study using data on shrimp underwater. 

The process of taking data using a camera and producing a 

video file. From the video obtained, it is then extracted into a 

jpg format image. The image with the position of the shrimp 

in front of the camera was chosen as research data, consisting 

of 5 digital images. The tool used to extract the shrimp video 

into an image is Python 3 and OpenCV library. OpenCV 

library is specifically used for image processing. The process 

that carried out is to read the video file, then extract it into a 

jpg image file. The function used to read video files is 

cv2.videocapture(), and the function used to convert video 

files into image frames is cam.read(). The 5-minute video is 

extracted into 6404 image frames. The files used in this study 

are frames to 6305, 6310, 6315, 6320, 6325. 

The digital image is a 2-dimensional function, namely x and 

y which are spatial coordinates. Digital images represent the 

quantity of image elements called pixels [32]. Digital images 

also represent the lighting of objects taken from the camera 

[33]. Digital images are sent electronically which are 

transferred to physical storage media in the form of photos and 

videos [34]. Grayscale image is an image with a gray level of 

pixels on the image object [35]. Grayscale image is the result 

of processing from RGB image, with the same red green blue 

value [36]. 

A binary image is an image with a pixel value of 0 and 1. 

The thresholding technique is used for the binary process [37]. 

Binary images are used to separate objects from their 

backgrounds [38]. Edge detection is an approach to contour 

detection, which aims to measure the presence of object area 

boundaries in certain images [39]. Canny algorithm is one of 

the algorithms used for edge detection [40]. Canny processes 

the image using a gaussian filter [41]. The Canny algorithm 

detects edges in an image by eliminating noise around the 

object [17]. 

Euclidean distance is a method for measuring the distance 

from 2 points. This method is the development of the 

Pythagorean method [42]. Euclidian distance can be applied to 

both 2D and 3D objects. the application of Euclidian distance 

to 2D objects is applied to digital images, namely the 

calculation of the distance between the initial coordinates 
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(ax,ay) and the final coordinates (bx,by) [43]. Euclidian 

distance equation is calculated using Eq. (1) [44]. 

 

𝑑(𝑎, 𝑏) =  √(𝑏𝑥 − 𝑎𝑥)2 + (𝑏𝑦 − 𝑎𝑦)2 (1) 

 

Triangle similarity is 2 triangles that have the same shape, 

but different sizes. Two triangles that have the same shape 

have the same angles in each triangle [21]. The 2D triangle in 

the image must not overlap, this triangle is 2 different planes 

[22]. Triangles similarity is shown in Figure 2 and the triangle 

similarity equation is shown in Eqns. (2) and (3) [45]. 

 

∠𝐶𝐴𝐵 = ∠𝐸𝐴𝐷 (2) 

 
𝐴𝐵

𝐴𝐷
=

𝐶𝐵

𝐸𝐷
 (3) 

 

 
 

Figure 2. Triangle similarity ABC-ADE 

 

Focal length is the distance between the lens and the image 

object on the camera. Focal length is measured in millimeters 

(mm). Focal length is a lens parameter on the camera that 

shows the image object [46]. Focal length is the distance 

between the optical center and the camera sensor, which is 

used to adjust the focus of the image captured by the camera 

[47]. Focal length adjusts the focus by adjusting the optical 

center distance so that incoming light can sharpen the image 

on the camera [48]. The equation for calculating the focal 

length is shown in Eq. (4), and for calculating distance 

estimation shrimp underwater and camera shown in equation 

5. Where P is the length of the object captured by the camera 

in pixels, W is the original length of the object, D is the original 

distance from the object to the camera, P' is the new length of 

the object captured by the camera in pixels and D' is distance 

estimation between object and camera. 

 

𝐹 = (𝑃 ∗ 𝐷)/𝑊 (4) 

 

𝐷′ = (𝑊 ∗ 𝐹)/𝑃′ (5) 

 

The evaluations used for image processing are Structural 

Similarity Index Measure (SSIM), Peak Signal Noise Ratio 

(PSNR) and Mean Squared Error (MSE). The value of each is 

calculated using the Eqns. (6)-(8) [49]. 

 
(2𝜇𝑥𝜇𝑦 + 𝑐1)(2𝜎𝑥𝑦 + 𝑐2)

(𝜇𝑥
2 + 𝜇𝑦

2 + 𝑐1)(𝜎𝑥
2 + 𝜎𝑦

2 + 𝑐2)
 (6) 

 

𝑃𝑆𝑁𝑅 = 10. 𝑙𝑜𝑔10𝑓(𝑥) = (
𝑀𝐴𝑋1

2

𝑀𝑆𝐸
) (7) 

 

𝑀𝑆𝐸 =
1

𝑛
|𝑥 − 𝑥′|2 =

1

𝑛
∑(𝑥 − 𝑥′)2

𝑛

𝑖=1

 (8) 

The error evaluation is calculated using the relative error 

(RE) value. The RE value and percent error is calculated from 

the Eqns. (9) and (10) [50]. 

 

𝑅𝐸 =
𝑚𝑒𝑎𝑠𝑢𝑟𝑒 − 𝑟𝑒𝑎𝑙

𝑟𝑒𝑎𝑙
 (9) 

 

𝑃𝑒𝑟𝑐𝑒𝑛𝑡 𝐸𝑟𝑟𝑜𝑟 =
𝑚𝑒𝑎𝑠𝑢𝑟𝑒 − 𝑟𝑒𝑎𝑙

𝑟𝑒𝑎𝑙
 𝑥 100% (10) 

 

 

3. RESULTS AND DISCUSSION 

 

Shrimp data is taken from a shrimp culture pond, the data 

taken is video in mp4 format. From video data then extracted 

into image frames digital jpg format. Schematic drawing for 

shrimp data acquisition is shown in Figure 3 (a). The research 

was implemented using 5 digital images of underwater shrimp 

taken from observations of 1 shrimp underwater. 5 digital 

images of shrimp are 5 positions of 1 shrimp. The detailed 

shrimp image data is shown in Figure 3 (b). 

 

 
(a) Underwater shrimp data collection scheme 

 
(b) Underwater shrimp data 

 

Figure 3. Data collection 

 

The experiment begins by converting an RGB image into an 

image grayscale and binary images. The process of changing 

to a binary image uses a threshold value of 0.01 and uses the 

Otsu algorithm. At this stage, the shrimp object is separated 

from the background. At this stage, morphological and dilation 

processes are also carried out. The morphology process is used 

to reduce noise in the digital shrimp image, and the dilation 

process is useful for the binary image thickening process. The 

experimental results show that the shrimp object has a white 

value of pixel 1, and the background value of pixel 0 is black. 

From the results of this experiment, the value of the Structural 

Similarity Index SSIM for 5 shrimp images, namely the value 

of SSIM 1=0.14, SSIM 2=0.15, SSIM 3 = 0.16, SSIM 4=0.18, 

SSIM 5=0.2. In detail, the SSIM value for the thresholding 

process is shown in Figure 4 (a). 

The experiment continued with the edge detection process. 

In this study the algorithm used is canny. The experiment was 

carried out on 5 digital images. From this stage, the edge of 
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the digital image of the shrimp is obtained as a barrier between 

the shrimp object and its background. Evaluation of canny 

edge detection using Peak Signal Noise Ratio (PSNR) and 

Mean Sequare Error (MSE). The values obtained for PSNR are 

PSNR 1=3.87, PSNR 2=3.75, PSNR 3=3.35, PSNR 4=3.12, 

PSNR 5=2.9. And the MSE value obtained is MSE 1=1.56, 

MSE 2=1.72, MSE 3 = 1.68, MSE 4=1.64, MSE 5=1.75. In 

detail the PSNR and MSE values of the thresholding process 

are shown in Figure 4 (a). 

The experiment was continued at the ROI detection stage. 

This step is used to clarify the detected shrimp object. The 

shrimp object that is obtained is given a box frame border as 

an object marker. At this stage, the coordinates of the box 

frame of the digital shrimp image are also obtained. The 

coordinates obtained are the top left point symbolized by (x,y) 

and the bottom right point symbolized by (x',y') for the 5 

positions of the shrimp objects underwater. The coordinates 

obtained are image 1 (x,y)=(208,132) (x',y')=(340,176), image 

2 (x,y)=(179,135), (x',y') (335,186), image 3 (x,y)=(136,126), 

(x',y')=(365,198), image 4 (x,y)=(105,124), (x',y')=(357.224), 

image 5 (x,y)=(0.139), (x',y')=(361,224). 

From the results of these coordinate points, the length (P) 

between the 2 coordinate points in the shrimp object is 

obtained in pixel units. The measurement method is to 

calculate the distance of the pixel points using the Euclidian 

distance. The calculation process uses Eq. (1). The length of 

the shrimp object obtained is P1=147 pixels, P2=178 pixels, 

P3=244 pixels, P4=283 pixels, P5=358 pixels. In detail the 

coordinates and the length of the 2 coordinate points of each 

image are shown in Table 1, and Figures 4 (b) and (c). 

From the coordinates of the shrimp position, a box frame is 

made as a shrimp marker. This box frame is 5 positions of 1 

shrimp. In detail, the results of ROI detection and box frames 

for shrimp images are shown in Figure 5. From the results of 

this experiment, it can be seen that the closer the shrimp is to 

the camera, the bigger the shrimp will be. 

 

 

 
(a) Value of SSIM, PSNR, MSE 

 
(b) Coordinates of 5 shrimp image 

 
(c) Length of two points coordinate 

 

Figure 4. Error value, coordinate and length coordinate 

 

 
 

Figure 5. Detecting the shrimp underwater using ROI 
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Table 1. Coordinates the position of the shrimp underwater 

 

Image 

Top left 

coordinates 

Bottom right 

coordinate 

Length between 2 

coordinate in 

pixel (P)  

x y x' y'  

Image 1 208 132 340 176 147 

Image 2 179 135 335 186 178 

Image 3 136 126 365 198 244 

Image 4 105 124 367 224 283 

Image 5 0 139 361 224 358 

 

The experiment continued with manual measurement of live 

shrimp. This step is carried out to calibrate the size of live 

shrimp in centimeters (cm) with the size of the shrimp ROI 

detection results in pixels. The measurement method was 

carried out by catching 1 shrimp and measuring it with a 

measuring instrument manually. From the measurement 

results, it was found that the length of the shrimp was 5.6 cm, 

as shown in Figure 6 (a). 

The next experiment is camera calibration. This calibration 

process uses the Triangle Similarity (TS) algorithm. This stage 

aims to factor correction between the size of the shrimp ROI 

results with the size of the original shrimp. From the TS 

algorithm, the focal length value is obtained. Focal length is a 

parameter for camera calibration. The schematic of the TS 

process is depicted in Figure 6 (b). From the computational 

calibration results, the focal length value is 1298. 58. This 

calculation process uses Eq. (4). 

 

 
(a) Manual measurement of shrimp 

 
(b) Calibration scheme and focal length 

 

Figure 6. Focal length calculation 

 

Table 2. Estimated distance between shrimp and the camera  

 

Image 

Distance 

Estimation 

(D')(cm) 

Difference 

between estimated 

and fix value (cm) 

Relative 

error value 

(RE) 

Image 1 50 0 0.00% 

Image 2 44.82 0.01 0.03% 

Image 3 30.63 0.04 0.11% 

Image 4 26.25 0.02 0.08% 

Image 5 19.86 0.03 0.13% 

 

 
(a) Estimated distance between shrimp and camera 

 
(b) Relative error value 

 

Figure 7. Estimated distance and relative error value 

 

The experiment was continued in the process of calculating 

the distance between the shrimp and the camera. This process 

is calculated using Eq. (5). From the position of 1 shrimp that 

swims freely in front of the camera obtained 5 distances of 

shrimp with the camera. The process of calculating the 

distance between the camera and shrimp underwater uses the 

formula 2.5. The estimated distance values (D') detected are 

D1'=50 cm, D2'=44.82 cm, D3'=30.63 cm, D4'=26.25 cm, 

D5'=19.86 cm. From these 5 detected distances, the Relative 

Error (RE) value is obtained, the RE calculation process uses 

Eq. (10). RE values obtained are RE1=0%, RE2=0.03%, 

RE3=0.11%, RE4=0.08%, RE5=0.13%. In detail, the 

estimated distance between shrimp and camera is shown in 

Table 2 and Figure 7 (a), the RE value is shown in Table 2 and 

Figure 7 (b). 

 

 

4. CONCLUSIONS 

 

Based on the results of the study, it can be concluded that 

the measurement of the estimated distance of the shrimp 

moving underwater with the camera gets 5 different distances, 

namely D1'=50 cm, D2'=44.82 cm, D3'=30.63 cm, D4'=26.25 

cm, D5'=19.86 cm. From this distance the relative error values 

obtained are RE1=0%, RE2=0.03%, RE3=0.11%, 

RE4=0.08%, RE5=0.13%. This conclude that the Euclidian 

distance and triangles similarity algorithms can be used to 

measure the estimated distance of moving shrimp using a 

camera with a low error rate. Future research is using the 

estimated distance of the shrimp with the camera as one of the 

variables to calculate the size of the shrimp underwater using 

machine learning. 
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NOMENCLATURE 

 

d Euclidian distance 

F Focal length, mm 

P Length between 2 image coordinates, pixels 

D The original length of the shrimp object, cm 

W Shrimp's original distance to the camera 

D’ Estimated distance of shrimp to camera 

PSNR Peak signal noise ratio 

MSE Mean square error 

RE Relatif Error 

MAX Maximum pixel value of the image 

 

Greek symbols 

 

σ Variance x and y 

µ Average of x and y 

 

Subscripts 

 

x, y Image dimensions 
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