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Traumatic brain injuries and collisions from falls and electric shocks are among the leading 

causes of construction deaths. Helmets play an important role in protecting working people 

from accidents. However, wearing a hard hat in real life is often not strictly enforced 

among those who try. Therefore, it is important to check this and ensure that a helmet is 

worn. Today, the use of artificial intelligence-based object recognition systems has 

become widespread due to the advantages it provides. In this article, a one-step object 

detection approach based on deep learning is proposed to detect helmet use and control 

helmet wearing status. The model is based on the YOLOv5 architecture. In the feature 

extraction step of the method, ShuffleNetv2, which is a lightweight model for a fast 

detector, is used. The presented model has been examined on the Hard Hat Workers 

dataset. The architecture provided a recall value of 0.942 precision 0.91 in the 

corresponding dataset. The obtained results showed that the recommended model is 

suitable for use on construction sites to check whether a helmet is fitted. 
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1. INTRODUCTION

The construction sector has an important place in terms of 

the added value and employment opportunities it provides to 

the economy. Occupational accidents in the construction 

industry are a major problem worldwide [1]. According to the 

statistics of the Social Security Institution, the construction 

sector is among the top three sectors in Turkey where the 

number of occupational accidents is high. In addition, it ranks 

first among all sectors in terms of loss of life. According to 

2016 SSI data, 195 thousand 990 of the 1 million 749 thousand 

240 workplaces in Turkey cover the construction sector. 

13.7% of workers in all sectors are employed in the 

construction sector. 15.6% of occupational accidents have 

been experienced in the construction sector, and in terms of 

fatal occupational accidents, the sector ranks first among all 

fields of activity with a rate of 35.3% [2]. 

Construction deaths are always due to a combination of 

different factors. Most accidents occur due to unsafe behavior 

and conditions. Among the most common types of accidents 

occurring in the construction industry in Turkey, material fall 

and material splash are in the second and third place [3]. Due 

to injuries and fatalities caused by occupational accidents, 

there is a crucial demand for on-site safety processes and 

regulations to improve construction site safety. Safety 

precautions, such as hard hats, can help to manage risks 

effectively. However, even if the employees have been trained 

before, they do not fully comply with the construction site 

safety rules [1]. The building sector is one of the least 

digitalized in the world. As a result, current safety 

investigation practices rely heavily on inspectors' manual 

recording and evaluation. Automated systems are beneficial to 

make safety inspections safer and easier. 

1.1 Related works 

There are many studies, especially using deep learning 

techniques, to increase construction site safety. 

Wu et al. [4] propose an SSD-based method for 

automatically monitoring construction workers wearing 

helmets and identifying the appropriate colors. The system 

shows that it can achieve 83.89% mAP. Fang et al. [5] 

proposes a Faster RCNN-based system to identify personnel 

who do not wear helmets. A four-class detection problem that 

checks the presence of helmets and suits is performed with the 

modified yolov3 [6]. Kim et al. [7] used a model based on the 

Faster RCNN technique that learned whether construction 

workers were wearing helmets or not. 

Using the Faster R-CNN algorithm, provides an image 

detection model about the safety conditions of the employees 

[8]. The MIT Places Database is used as a three-class training 

dataset containing helmet, vest, and boots in the experiments. 

The results showed an average accuracy of 70%. Filatov et al. 

[9] SqueezeDet and MobileNets propose a unified system of

neural networks. The method achieved an F1 score of 0.75.

Casuat et al. [10] used Yolov3 to detect people wearing

helmets. It has been reported that the model achieved an

average accuracy of 79,246 in the tested dataset. Wang et al.

[11] presented a convolutional neural network to determine if

employees were wearing helmets. The presented method

concentrates on locating a person's head and deciding whether

to wear a helmet or not. The MobileNet model is used as the

detector's backbone structure, allowing it to operate in real

time. To improve the extraction of features, a top-down
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module is used. Finally, it is detected in multi-scale features 

using a block-based estimation module. The results of the 

experiment in the dataset used demonstrate that the proposed 

method can detect people with / without hardhats with an 

average precision of 87.4% / 89.4% at 62 frames per second. 

 

1.2 Motivation 

 

Some of the studies conducted in previous years suggested 

methods such as RCNN, faster RCNN [5, 7, 8] that can be 

highly accurate, but not so fast for real-time use. In addition, 

there are approaches using the SSD [4] and Yolo [6, 10, 12] 

families, which are widely used in real-time applications. In 

object detection, YOLO algorithms with very high accuracy 

and speed have been used in multiple detection tasks [13, 14]. 

In the study, a model is proposed in which the known Yolov5 

architecture is modified. The draft of the suggested pipeline is 

depicted in Figure 1. 

 

 
 

Figure 1. Draft of the suggested pipeline 

 

1.3 Contributions of paper 

 

The contributions of the study can be listed as follows: 

• An efficient and fast one-step detection approach based on 

the YOLOv5 architecture is suggested. 

• The architecture in which ShuffleNetv2 is used as a feature 

extractor achieves high accuracy rates. 

• The use of the method in construction and in some 

factories can ensure that workers' injuries and deaths are 

minimized by controlling whether the workers are wearing 

helmets. 

 

1.4 Organization of paper 

 

The organization of the study is as follows. Section 2 shows 

the network structures and datasets used in the applied method. 

The third section gives the pipeline of the proposed 

architecture. Section 4 shows the experimental results of the 

approach. Section 5 presents the discussion and conclusion 

parts. 

 

 

2. THEORETICAL BACKGROUND 

 

In order to understand the applied methodology, the 

algorithms used and the data sets should be explained. In this 

section, the network structures used in creating the method and 

the dataset used for training and validation are presented. 

 

2.1 ShuffleNetv2 

 

ShuffleNetv2 [15] is a computationally efficient 

convolution structure developed specifically for mobile 

devices with very limited computational power. The designers 

of the model paid attention to four features to create an 

efficient architecture. These; the use of balanced convolution, 

awareness of the cost of group convolution, reducing the 

degree of fragmentation and reducing element-wise operations. 

Recent developments in lightweight neural network 

architectures often rely on the FLOP metric and these features 

are ignored. However, ShuffleNetv2 has lower complexity and 

fewer parameters compared to other ESA architectures. For 

these reasons, SuffleNetv2 was used as the feature extraction 

network in the study. 

Figure 2 depicted a display model block used in the 

ShuffleNetv2 architecture. It makes use of a simple operator 

known as channel split. Speed-optimized metrics instead of 

indirect metrics like FLOPs. At the beginning of each unit, the 

input of the feature channels is divided into two branches. 

After convolution, two branches are combined as shown in the 

figure. Thus, the number of channels remains the same. To 

allow information communication between the two branches, 

the same "channel shuffle" operation as in ShuffleNet [16] is 

used. 

 

 
 

Figure 2. ShuffleNetv2 block diagram [15] 

 

ShuffleNetv2 is recommended based on practical guidelines, 

providing high accuracy at high speed. According to the 

results of the experiments in the study [15], an effective 

network design should use balanced convolutions, be mindful 

of the expense of using group convolutions, minimize 

fragmentation, and reduce element-wise operations. Beyond 

theoretical FLOPs, these desirable features are dependent on 

platform features. They must be considered for practical 

architecture design [16]. 

 

2.2 Path Aggregation Network (PANet) 

 

Feature pyramids are mostly made using the neck. Feature 

pyramids aid in the generalization of models when it comes to 

object scaling. It enables for the definition of the same object 

in many sizes and scales [17]. Feature pyramids are quite 

beneficial in assisting models in performing effectively on 

unknown data. 
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Figure 3. Some sample images taken from the dataset [21] 

 

The developers of Yolov4 [18] consider PANet to be the 

most suitable feature fusion network for Yolo. PANet is also 

used as feature fusion in Yolov5. PANet helps with object 

scaling of the model by using it to obtain feature pyramids. It 

uses an enhanced bottom-up approach and a new feature 

pyramid network (FPN) structure. Low-level characteristics 

spread faster as a result of this. 

The feature grid and adaptive feature pool that connect all 

feature levels are utilized to convey important information 

straight from each feature level to the subnet below. In the 

lowest layers, PANet increases the usage of precise 

localization signals. This will definitely increase the object's 

position accuracy. Therefore, the Neck block of the 

architecture uses PANet, which was used in Yolov4 and 

Yolov5. 

 

2.3 YOLO 
 

The final detection part is performed by the head of the 

model. The head used in YOLOv3 [19] and YOLOv4 is also 

used in YOLOv5 [20]. It applies anchor boxes to features and 

creates output vectors, including class probabilities and 

bounding boxes. It creates feature maps of three different 

dimensions to arrive at multi-scale predictions of the model: 

small, medium and large. 

 

2.4 Data set 

 

Hard Hat Workers dataset [21], which is a public dataset, 

was used in the study. The dataset is an object detection dataset  

of those working in work areas that require hard hats. 

Annotations also include examples of "person" and "head" 

where an individual could be present without a hard hat. The 

dataset, which includes a total of three classes, consists of 

7041 images. 75% of these images were used for training, 20% 

for validation and, 5% for testing. Some of the images 

belonging to the dataset are as in Figure 3. 

 

 

3. PROPOSED HARDHAT DETECTION 

FRAMEWORK 

 

The proposed model consists of three stages, as in other 

deep learning-based object finders. First, a lightweight and 

efficient model, ShuffleNetv2, was used in the feature 

extraction step. ShuffleNetv2 is a computationally efficient 

convolution structure specifically designed for mobile devices 

with limited computing power. ShuffleNetv2 was used as the 

backbone in the study. Since an accident is a momentary thing, 

it is necessary to be under control at all times. Therefore, it is 

important that the algorithm gets fast and accurate results at 

the same time. Therefore, a path collection network has been 

applied to increase the data flow in the neck block. PANet uses 

a new feature pyramid network structure with a better bottom-

up approach to increase low-level feature diffusion. 

Simultaneously, the adaptive feature pool, which connects the 

feature grid and all feature levels, is employed to ensure that 

important information from one feature level is directly 

communicated to the subnet below. PANet improves the usage 

of precise localization signals in the lower layers, which can 

improve the object's position accuracy significantly. Finally, 

the Yolo layer is used for the head part estimation. This layer 

creates feature maps in three different sizes (small, medium, 

large). Thus, the objects in the received image are largely 

detected. Figure 4 gives a graphical summary of the proposed 

method. 

 

 
 

Figure 4. Graphical abstract of suggested method 

 

 

4. EXPERIMENTAL RESULTS 

 

The suggested method is tested with a dataset of 7035 

images to determine if a helmet is worn. Of the images in the 

dataset presented in Yolo format, 5,269 are used for training, 

1,415 for validation, and 351 for testing. 

For training, the proposed object finding model is based on the 

yolov5 model. In the feature extraction step, a helmet finder is 

created using Shufflenetv2, a computationally efficient 

convolution architecture. Model tutorial hardware is based on 

Intel(R) Core(TM) i7-7500U CPU @ 2.90GHz, 16GB RAM 

and NVIDIA GeForce GTX 950M GPU. 
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4.1 Evaluate the performance of the models 

 

Object detectors purpose to detect with high accuracy the 

position of objects of a particular category in an image or video. 

They do this by determining the positions of objects using 

bounding boxes [22]. The assessment criteria used in object 

detection measure how near the detected bounding boxes are 

to the genuine bounding boxes. This measurement is done 

separately for each item class, assessing the overlap between 

the expected and precise reference fields. The performance of 

an object detection model is evaluated using a variety of 

measuring criteria. The suggested method's performance was 

evaluated using the recall, precision, and average precision 

(AP) measures. 
 

4.1.1 Intersection over Union (IoU) 

Let the detected area be defined by a predicted bounding 

box BBp and the ground truth be a target object to detect 

described by the bounding box BBgt. Without taking into 

account a confidence level, a perfect match is defined as the 

area and placement of the projected and precise reference 

boxes being identical. IoU, a metric based on the Jaccard Index, 

a coefficient of similarity for two data sets, is used to evaluate 

these two requirements. The IoU is equal to the area of 

junction between the estimated bounding box BBp and the 

ground truth bounding box BBgt divided by the junction area 

in the context of object detection. It is calculated as in Eq. (1). 
 

𝐼𝑜𝑈 =
𝑎𝑟𝑒𝑎(𝐵𝐵𝑔𝑡 ∩ 𝐵𝐵𝑝)

𝑎𝑟𝑒𝑎(𝐵𝐵𝑔𝑡 ∪ 𝐵𝐵𝑝)
 (1) 

 

By defining an IOU threshold, it can be limited in how 

detections are considered true or false. IOU values are 

generally represented as percentages, with the most common 

thresholds being 50% and 75% [23]. 

 

4.1.2 Precision and recall 

The capacity of a model to recognize just relevant things is 

known as precision. The percentage of positive forecasts that 

were correct. The ability of a model to detect all relevant states 

is known as recall. It is the percentage of correct positive 

estimates among all provided baseline facts [24]. Precision and 

Recall are as in Eqns. (2) and (3), respectively [25]. 

 

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

 

𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

 

4.1.3 Average precision 

The average precision for a recall value between 0 and 1 is 

calculated. If the sensitivity of an object detector remains high 

as the recall rises, it may be deemed good. That is, sensitivity 

and recall will be high when the confidence threshold changes. 

As a result, a large area under the curve (AUC) usually 

indicates good precision and recall. The accuracy recall graph 

is frequently a zigzag-like curve in practice, making the AUC 

challenging to estimate accurately. The precision recall curve 

is performed before the AUC computation to avoid this. This 

is accomplished using the 11-point interpolation method. The 

form of the precision recall curve is described by averaging the 

maximum precision values across 11 equally spaced recall sets. 

It is calculated as in Eq. (4) [26]. 

𝐴𝑃 =
1

11
∑ 𝑃𝑖𝑛𝑡𝑒𝑟𝑝(𝑅)

𝑅𝜖{0,0.1…,1}

, 

where, 𝑃𝑖𝑛𝑡𝑒𝑟𝑝(𝑅) =
𝑚𝑎𝑥

𝑅̃: 𝑅̃ ≥ 𝑅
𝑃(𝑅̃) 

(4) 

 

4.1.4 Mean Average Precision (mAP) 

The average AP over various IoU thresholds is called mAP. 

Average AP over all classes [27]. The formula of mAP is as in 

(5). 
 

𝑚𝐴𝑃 =
1

𝐾
∑𝐴𝑃𝑎

𝐾

𝑎=1

 (5) 

 

4.2 Experimental results 
 

The proposed method is tested with a dataset of 7035 

images to determine whether a helmet is worn. Of the images 

in the dataset presented in Yolo format, 5,269 were used for 

training, 1,415 for validation, and 351 for testing. 

The method was trained and validated using a total of 6684 

images for helmet detection. Only 10 epochs were run. After 

the training process, the model was analyzed with test data. A 

robust object detector should detect all real objects while only 

identifying objects of interest. According to Eqns. (2) and (3), 

lower FP values mean higher sensitivity, while lower FN 

provides higher recall. When the confidence threshold is 

dropped, a particular object detector may be deemed good if 

the precision stays high as recall increases. The precision 

curve and recall curve of the proposed model are shown in 

Figure 5. Precision and recall values are given as 0.942 and 

0.91, respectively. 

MobileNetv3 [28] is another architecture that can be used as 

a feature extraction network to create a lightweight 

architecture in the proposed pipeline due to its size and 

complexity characteristics. MobileNetv3 was included as the 

backbone and tested under the same conditions. The precision 

and recall curves of the model are shown in Figure 6. The 

model, in which images from the relevant dataset were used 

for training and validation, provided 0.925 precision and 0.91 

recall values. Accordingly, the two modified models provide 

the same recall values, while ShuffleNetv2 provides slightly 

better precision. 

The precision recall curves of the methods are shown in 

Figure 7 the dataset is divided into three categories: head, 

helmet, and person. The proposed method yielded 0.891 AP 

for the head class and 0.903 AP for the helmet. Although the 

performance values are very close to each other, ShuffleNetv2 

showed better detection performance. 

Models were tested with images from the relevant dataset. 

351 images were used for the test. Figure 8 shows some 

accurate detection results for models to which the same test 

data was applied. Overall, the models showed similar 

detection results in most of the images. 

In some images, one model found all the relevant head and 

helmet objects in the image, while the other model did not find 

or incorrectly found all the objects. Some of the mentioned 

images are exemplified in Figure 9. In the figure, the first 

column shows a) the results of the ShuffleNetv2 network, the 

second column b) the results of the model that MobileNetv3 

uses as the backbone. In the figure, in the image a) in the first 

line, an object without a helmet was found as a helmet. Objects 

in the same image were found to be correct by the other 

method b). The image in the second line was not found by the 
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model using a helmet, ShuffleNetv2, but was found by the 

other model. 

 

 

 
 

Figure 5. Precision curve and recall curve of the model 

 

 

 

Figure 6. Precision curve and recall curve of model with MobileNetv3 as backbone 
 

 
 

Figure 7. Precision-Recall curve of models with a) ShuffleNetv2, b) mobileNet v3 as backbone 

 

Likewise, the model in which ShuffleNetv2 was used in the 

images in the 3rd line correctly identified the relevant objects 

in the image, while the other model could not find the helmet 

object. The missing parts are indicated by the yellow arrow. 

As a result, the models showed close performance in detecting 

accuracy in the relevant dataset. In terms of speed, the model 
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using ShuffleNetv2 as the backbone completed the test process 

in 32.101 seconds. On the other hand, MobileNetv3 completed 

the test process in 30,908 seconds under the same conditions. 

Models have low size and complexity. Therefore, the training 

and testing processes were fast. 

 

 
 

Figure 8. Some true detection results on the test data with a) 

ShuffleNet v2, and b) MobileNet v3 as backbone 

 

 
 

Figure 9. Some failure detection results on the test data with 

a) ShuffleNetv2, and b) MobileNetv3 as backbone 

 

 

5. DISCUSSION AND CONCLUSION 
 

Despite numerous safety inspections conducted over the 

years to maintain safe working conditions, construction 

remains one of the most dangerous industries, accounting for 

the percent of overall worker deaths. Common causes of 

construction site injuries include falls, slips, and trips. Worker 

injuries and deaths are largely due to the lack of use of personal 

protective equipment. Although this is controlled by security 

guards and inspectors, people's control is insufficient when 

there are large areas of work and large numbers of workers. 

For this reason, it should be constantly checked whether the 

helmet is worn or not. 

Our work is similar to other research based on deep learning 

frameworks. In object-finding tasks, one-stage object 

detectors are less accurate than multi-stages [29]. On the other 

hand, single-stage detectors produce faster results than two-

stage object detectors. The latest version of the YOLO family, 

the Yolov5 is fast with the advantage of being single-stage. It 

also achieves more accurate results thanks to the 

improvements made to previous versions. Therefore, the 

Yolov5 model was used in the study to control whether a hard 

hat is worn in order to provide a safe construction environment. 

The method was subjected to training, validation and testing 

processes and the results were reported. Our study achieved 

high accuracies in the Hardhat workers dataset. 

The evaluations of some of the studies based on single and 

two-stage object detectors on the subject are as in Table 1. 

Different datasets and performance measures were used in the 

studies. Parameters such as the number of classes and the 

difficulty level of the image differ. Therefore, it is not possible 

to make an exact comparison. However, our study has been 

tested with accepted object finding evaluation criteria. The 

results obtained are of high accuracy. For these reasons, we 

believe that the use of the method will be beneficial in 

construction sites and other places where it is necessary to 

wear a helmet for safety. 

The importance of job security is an undeniable fact. The 

use of helmets alone is not enough, especially in construction. 

The training performance of the applied model is directly 

related to the dataset. According to our research, there is no 

comprehensive dataset on occupational safety protective 

equipment. In future studies, we recommended that larger and 

more comprehensive datasets (including classes such as 

helmets, safety glasses, masks, gloves, shoes and boots) 

should be created and studied with these datasets. 

 

Table 1. Comparison of some studies on helmet detection and the proposed method 
 

Ref./ Year Data set/Class Method Performance values (%) 

[4]/2019 GDUT-HWD/5 SSD 83.89 mAP 

[7]/2020 287 images/2 Faster RCNN 82 AP 

[8]/2020 MIT Place /4 Faster RCNN 70 Accuracy 

[9]/2020 Hardhat Wearing/2 SqueezeDet+MobileNet 75 F1 score 

[10]/2020 Collected from public datasets /1 Yolov3 79.2 mAP 

[11]/2020 Hardhat Wearing /2 End to end CNN 87.4 AP (with hardhat) 

89.4 AP (without hardhat) 

[30]/2020 Pictor-v3/ 3 YOLO and CNN classifiers 63.1 mAP  

[31]/2021 Hardhat Wearing Detection/5 Darknet53& improved BiFPN 87.04 mAP 

[32]/2021 6,000 images collected from 

internet /2 

Improved YOLOv5 92.24 Precision 

96.27 Recall 

[33]/2021 6,045 images collected from 

internet /2 

YOLOv5s, YOLOv5m 

YOLOv5l, YOLOv5x 

93.6 mAP, 94.3 mAP 

94.4 mAP, 94.7 mAP 

Proposed 

method 

Hard Hat Workers/3 ShuffleNetv2+PANet+ YOLO 94.2 Precision 

91 Recall 
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