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This work presents a simplified methodology to couple the physics of a nanosecond 

pulsed discharge to the process of supersonic combustion in a flat wall combustor 

configuration. Plasma and supersonic combustion are separately simulated and then 

coupled by seeding plasma-generated radicals on the combustion domain. The plasma 

model is built assuming spatial uniformity and considering only the kinetic effects of 

the nanosecond pulsed discharge. Therefore, a zero-dimensional kinetic scheme 

accounting for the generation of plasma species is utilized. For the combustion model, 

the complete set of Favre-averaged compressible Navier Stokes equations along with 

finite rate chemistry is solved through a control-volume based technique via the 

commercial software Ansys Fluent. The computational results are compared against 

experimental studies showing that the proposed methodology can capture the main 

kinetic effects of the nanosecond pulsed discharge on supersonic combustion. OH 

concentration contours reveal the presence of an enhanced flame when the plasma is 

applied following the trends from experimental OH PLIF images. In addition, time 

evolving temperature and OH concentration contours show that the ignition delay time 

is reduced with the application of the discharge. 
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1. INTRODUCTION

Over the last decades, there have been an increasing interest 

in hypersonic vehicles due to their capability in enabling low-

Earth orbit flights and defense and transport applications [1-7]. 

The scramjet engine is a candidate for this type of applications. 

These engines burn substantial amounts of fuel to generate the 

thrust necessary to achieve hypersonic velocities. Efficient 

combustion of fuel is one of the technical challenges faced by 

scramjets [8]. 

At speeds above Mach 7 inside the scramjet engine, the flow 

residence time is shorter than the ignition delay time and the 

fuel consumption time of typical mixtures. Hence, the fuel-air 

mixture does not have enough time to autoignite and burn 

completely. This gives way to inefficient fuel use, and 

therefore, the flow may not achieve a faster speed than the 

incoming air.  

Different methods have been proposed to tackle the 

challenge of the short flow residence time for mixing and 

igniting. This includes radical addition, temperature and 

pressure increase at the combustor inlet via shockwaves, 

changing the fuel/oxidizer mixtures and mixing enhancement 

[9, 10]. The problem of holding and stabilizing the flame has 

been approached with different techniques, such as adding 

bluff bodies as fuel injectors that block the flow and increase 

mixing through vortex generation [11-13]. Another alternative 

is normal supersonic fuel injection, which generates bow 

shocks, leading to subsonic regions that promote mixing [14], 

[15]. Furthermore, cavities and steps have been used as flame 

holders, generating recirculation zones that allow the air and 

fuel to mix more slowly and increase the flow residence time 

in the combustor of the scramjet engine [16-21]. 

Despite that all the aforementioned strategies improve 

combustion through shorter ignition times, increased mixing, 

longer residence times and increased flame holding, they are 

still static and difficult to optimize for the entire range of 

scramjet flight conditions, such as altitude, velocity, pressure 

and incoming air temperature. In addition, geometric 

alterations can induce shockwaves in the combustor which 

lead to stagnation pressure losses that increase as the flight 

Mach number increases [22, 23]. 

Lately, as an alternative method in supersonic combustion, 

plasma-assisted combustion (PAC) has shown remarkable 

capabilities in improving fuel/air mixing, ignition and flame 

stabilization. The enhancement of supersonic combustion by 

PAC can be classified as kinetical [24-30], thermal [31-35], 

and plasma-induced aerodynamic effects [36-38]. 

Nonequilibrium plasmas, such as corona microwave, low-

pressure glow, and nanosecond high-voltage discharges 

improve combustion by adding active radicals leading to the 

modification of chemical reaction pathways and therefore 

combustion times are shortened [27]. Experimental studies in 

these types of plasmas have shown that the introduction of 

radicals reduces the ignition delay time and kinetically 

enhances flame stability in supersonic environments [39]. 

However, in-ground flight testing of supersonic combustors 

has financial and technical difficulties, leading to limited test 

conditions. Furthermore, the capability of ground facilities is 

insufficient for reproducing all the conditions describing the 

scramjet flow field for full-scale engines such as matching 
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enthalpy and Mach numbers [40]. Hence, computational 

models and analysis are required to obtain an in-depth 

understanding of the phenomenon of plasma in scramjet 

engines and to perform rapid tests of different geometric 

designs and test conditions. Simulations and experiments 

complement each other. PAC in supersonic flows can be 

simulated using both detailed and simplified models. Detailed 

models include the full coupling of plasma physics with 

supersonic combustion flows, which implies a high 

computational burden. Simplified plasma modeling, however, 

focuses on the most representative plasma effects on 

combustion, according to the type of discharge simulated. 

Kinetics effects are dominant for nanosecond pulsed 

discharges, which were used in this work. 

PAC detail modeling includes fully-coupled plasma-

combustion chemistry and sets of stiff equations representing 

generation and transport of plasma species, plasma-induced 

heat and electromagnetic forces [41]. Some of these models 

also include Large Eddy Simulations (LES) for turbulence 

modeling [42]. Despite the details of these PAC models, 

certain studies have shown that plasma effects on combustion, 

such as heating, electromagnetic forces and current densities, 

are lower than kinetic effects in nanosecond-plasma 

discharges [43-46]. Furthermore, it has been shown by some 

studies [47, 48] that H and O radicals generated by the plasma 

are mainly responsible for reducing the ignition delay time. 

For instance, Bozhenkov et al. [47] studied the kinetics of 

plasma-combustion applying a nanosecond plasma discharge 

in a shock tube. The experiment was innovative in separating 

the thermal plasma effect from the kinetic effect. It was shown 

that the plasma kinetic effect can lead to a decrease of the H2 

ignition delay time by almost one order of magnitude. This 

ignition delay was primarily a result of H and O produced 

during the discharge. 

These previous findings have been used by authors such as 

Do et al. [39] to develop simplified models assuming constant 

plasma parameters, including electric fields and gas density, 

while neglecting heat and magnetic contributions, as well as 

certain plasma reactions, for nonequilibrium discharges. 

Given that nanosecond-pulsed plasmas mostly lead to the 

production of radicals to initiate combustion reactions, Do et 

al. [39] neglected excited and ionized species generation and 

utilized a simplified radical yield calculation method for 

dissociation reactions in a H2-O2 mixture. The model also 

neglected heat and plasma aerodynamic effects. 

Whereas these simple plasma models do not predict aspects 

such as charged species transport or thermal or aerodynamic 

plasma effects, the results regarding radical generation are 

quite logical according to combustion enhancement 

experiments [39, 49-51]. In addition, different time and length 

scales for nonequilibrium plasmas and supersonic flows allow 

for additional model simplifications [41, 43], leading to results 

that are relatively close to experiments. 

Detailed models require expensive computations to 

assembly the Poisson’s Equation with the electron density and 

energy equations. Simplified models, on the other hand, 

eliminate these demanding calculations by making the 

aforementioned assumptions. This minimized complexity of 

the simplified models for nanosecond-plasma discharges is 

mainly due to assumptions that lead to equations that account 

for kinetic plasma effects while neglecting thermal and 

magnetic effects on combustion. However, current simplified 

models, such as that of Do et al. [39, 49], ignore important 

flow effects such as turbulence, fuel-oxidant mixing and 

compressibility. All these factors are critical in supersonic 

combustion and therefore influence PAC models. Although it 

is possible to simplify the detailed chemical and electrical 

properties of the plasma when modeling nonequilibrium 

discharges, it is also important to include turbulence and 

compressible flow effects in these simplified models. Hence, 

the computational demand decreases in terms of plasma 

modeling. To sum up, reduced-order models that capture 

plasma-enhanced combustion as well as fluid flow and thermal 

transport at supersonic speeds could potentially reduce the 

computational cost involved in scramjet engine design. 

Breden and Raja [41] and Do [49] have provided an 

opportunity to develop a model that simplifies the 

computationally expensive terms in plasma models while 

including the effects of combustion, turbulence and 

compressibility of supersonic reacting flows. 

According to previous results, this work, unlike detailed 

plasma-assisted combustion models in the literature, proposes 

a simplified methodology for simulating plasma in supersonic 

combustion by separating plasma kinetics from combustion 

kinetics and coupling the plasma and reacting flow phenomena 

solely by cyclically seeding O and H radicals into the 

computational flow domain. Furthermore, while some 

simplified plasma combustion models calculate only the 

plasma radical yield via short-cut estimations while ignoring 

mixing, turbulence and shock wave flow effects on 

combustion, the model proposed in this study solves plasma 

kinetics for a variety of species and calculates supersonic 

reacting flow patterns for compressible turbulence flows via 

CFD, resulting in more accurate results. 

Additionally, the PAC supersonic combustion experiment 

from Do et al. [51] was simulated in great detail. Other works 

have performed simulations of this experiment without 

decoupling the combustion kinetics from the plasma kinetics, 

with LES turbulence model and with no direct comparison to 

experimental results and they are not focused on studying the 

ignition effect of the plasma. In this work, on the other hand, 

the proposed methodology is applied to simulate the 

experiment, decoupling the combustion from plasma kinetics, 

and some computational results from ignition are compared 

with experimental results. 

 

 

2. DESCRIPTION OF THE MODEL 

 

The governing equations for the nanosecond plasma 

discharge and the supersonic combustion phenomena are 

separately solved and their results are subsequently coupled. 

This separation was made based on two facts. First, the effect 

of the plasma on reducing the ignition delay time is mainly due 

to the radicals produced by the discharge according to the 

study of Bozhenkov in shock tubes [47] and therefore kinetic 

effects are more significant than thermal and electromagnetic 

effects. Second, the nanosecond pulse discharge and the 

compressible reactive flow processes have different 

characteristic time scales. The nanosecond-pulsed plasma 

discharge simulation occurs on a nanosecond scale, in which 

radicals are generated, whereas the time-step size of the 

compressible reactive flow is characterized by the Courant 

number criteria, which is 1.2 x 10-8 s in this case. The time 

size step for the discharge simulation was set to 5 x 10-10 s. 

Therefore, one discharge pulse is shorter than a single reactive 

flow step. This fact also allows us to separate the plasma 

chemistry from the combustion chemistry. 
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For the plasma-flow coupling approach, it is assumed that 

effect of the discharge is reduced to the seeding of O and H 

radicals produced by the plasma into the combustion 

environment having a significant impact on ignition [47]. In 

addition, the plasma model considers the discharge to be 

spatially uniform, which will be explained in Section 2.1.2. 

Based on this assumption, the plasma radicals are assumed to 

be concentrated uniformly during each electric discharge pulse 

only in the region of the computational combustion domain 

formed by the electric discharge electrodes that represent the 

plasma volume. Therefore, O and H radicals are uniformly 

seeded in this area. 

The equations modeling the physics of the unsteady 

turbulent compressible reactive flow are solved using Ansys 

Fluent and the plasma modeling equations are solved using 

ZDPlaskin [52] and Bolsig+ [53] software. 

The proposed plasma and reacting flow modeling 

approaches are coupled as follows. For each flow step the 

Fluent solver updates the species concentration, pressure, 

temperature, velocity fields and turbulence information. For 

each plasma pulse, the area-average flow data calculated in the 

area of the discharge is used as input by the plasma kinetics 

solver to compute the plasma species densities. Subsequently, 

the density of the O and H radicals produced during the 

discharge is seeded on the discharge area inside the 

computational domain of the combustion simulation to update 

again the flow parameters in the new flow step. Figure 1 shows 

that the entire process is a cycle. The plasma solver needs 

information about the pressure, temperature and gas 

composition of the gas in order for Bolsig+ to calculate the 

reaction rate coefficients and subsequently obtain the plasma 

concentration. Similarly, the flow solver requires the plasma-

generated species information to calculate the combustion 

reactions and update the flow parameters.  

 

 
 

Figure 1. Schematic of plasma-flow coupling cycle 

 

Unlike detailed plasma assisted combustion models in the 

literature, the current approach provides a simplified 

methodology to simulate plasma in supersonic combustion by 

separating plasma kinetics from combustion kinetics and 

coupling plasma and reacting flow phenomena solely by 

seeding O and H radicals into the computational flow domain 

cyclically. Furthermore, while certain simplified plasmas 

combustion models calculate only the plasma radicals yield 

via short-cut estimations and avoids mixing, turbulence and 

shock waves flow effects on combustion, the model proposed 

in this study solves the plasma kinetics for a variety of species 

and calculates supersonic reacting flow patterns for 

compressible turbulence flows via CFD so more accurate 

results can be obtained. 

 

2.1 Governing equations 

 

2.1.1 Compressible reacting flow model 

Ansys Fluent was used for the simulations in this work. In 

order to model the reactive compressible flow in the flat wall, 

a density-based approach was selected on Ansys Fluent which 

models the density using the ideal gas law. Concerning 

turbulence modeling, the Favre-averaged mean mass, 

momentum and energy conservation equations were 

considered which accounts for density variations. These 

averaged equations are shown in (1), (2) and (3), respectively, 

describing the turbulent, supersonic, unsteady, viscous and 

thermally perfect flow inside a scramjet combustor. The 

correlations of the fluctuating terms in these equations are 

analyzed using the k-ε renormalization group, RNG [54]. In 

Eqns. (1)-(6). �̅�  is the Reynolds-averaged density, 𝑢�̃�  is the 

Favre-averaged velocity vector in i direction, xi is the distance 

in i direction, 𝑢�̃�  is the Favre-averaged velocity vector in k 

direction, 𝑢�̃�  is the Favre-averaged velocity vector in j 

direction, xj is the distance in j direction, t is the time, P is the 

static pressure, 𝜏�̅�𝑖is the averaged viscous shear stress tensor, 

uj'' is the fluctuating-Favre velocity vector in j direction, ui'' is 

the fluctuating-Favre velocity vector in i direction E is the total 

energy, H is the total enthalpy, Keff id the thermal conductivity, 

�̃�  is the Favre-averaged temperature ℎ̃𝑛  is the sensible 

enthalpy of species n, Jn,j is the diffusion flux of species n in 

direction j, h'' is the fluctuating-Favre enthalpy, �̃� is the Favre-

averaged internal energy and k is the turbulence kinetic energy.  

 
𝜕�̅�

𝜕𝑡
+
𝜕(�̅�𝑢�̃�)

𝜕𝑥𝑖
= 0  (1) 

 
𝜕(�̅�𝑢�̃�)

𝜕𝑡
+
𝜕(�̅�𝑢�̃�𝑢�̃�)

𝜕𝑥𝑗
= −

𝜕𝑃

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
(�̅�𝑗𝑖 − 𝜌𝑢𝑗′′𝑢𝑖′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )  (2) 

 
𝜕(�̅�E)

𝜕𝑡
+
𝜕(�̅�𝑢�̃�𝐻)

𝜕𝑥𝑗
=

𝜕

𝜕𝑥𝑗
[𝐾𝑒𝑓𝑓

𝜕�̃�

𝜕𝑥𝑗
− ∑ ℎ̃𝑛𝐽𝑛,𝑗 −𝑛 𝜌𝑢𝑗

′′ℎ′′̅̅ ̅̅ ̅̅ ̅̅ ̅ +

�̅�𝑗𝑖𝑢𝑖
′′̅̅ ̅̅ ̅̅ ̅ −

𝜌𝑢𝑗′′𝑢𝑖′′𝑢𝑖′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

2
+ 𝑢�̃�(�̅�𝑗𝑖 − 𝜌𝑢𝑗′′𝑢𝑖′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )]  

(3) 

 

𝐸 = �̃� +
𝑢�̃�𝑢�̃�

2
+ 𝑘  (4) 

 

𝐻 = ℎ̃ +
𝑢�̃�𝑢�̃�

2
+ 𝑘  (5) 

 

�̅� =
𝑃𝑜𝑝+𝑃
𝑅

𝑀𝑊
�̃�

  (6) 

 

The ideal gas law was utilized to model the density of the 

mixture, as shown in Eq. (6), where Pop is the operating 

pressure, R is the universal gas constant and MW is the 

molecular weight. 

The mixing and transport processes of the chemical species 

resulting from combustion were modeled by solving 

conservation equations for the local mass fractions of each 

species, as shown in Eq. (7). In this equation, Eq. (8) Yn is the 

local mass fraction of species n, 𝐽𝑛 is diffusion flux of species 

n, Rn is the net rate of production of species n by chemical 

reactions, Dn,m is the binary diffusion of species n in each 

species m, μt is the turbulent dynamic viscosity, Sct is the 

turbulent Schmidt number and DT,n is the thermal diffusion of 

species n. 

Eq. (9) combines Eqns. (3) and (7) to model the enthalpy 

contribution of each species to energy conservation, where h 

enthalpy of the mixture and hn is the sensible enthalpy of 

species n. Eq. (10) shows that this enthalpy contribution 

depends on both the temperature and the specific heat of each 

species, cp,n. 

 
𝜕(ρ𝑌𝑛)

𝜕𝑡
+
𝜕(ρ𝑢𝑖𝑌𝑛)

𝜕𝑥𝑖
= −∇ ∙ 𝐽𝑛 + 𝑅𝑛  (7) 
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𝐽𝑛 = −(𝜌𝐷𝑛,𝑚 +
𝜇𝑡

𝑆𝑐𝑡
)
𝜕𝑌𝑛

𝜕𝑥𝑖
− 𝐷𝑇,𝑛

1

𝑇

𝜕T

𝜕𝑥𝑖
  (8) 

 
ℎ = ∑ 𝑌𝑛ℎ𝑛𝑗   (9) 

 

ℎ𝑛 = ∫ 𝑐𝑝,𝑛𝑑𝑇
𝑇

𝑇𝑟𝑒𝑓
  (10) 

 

To account for the production of chemical species from 

combustion reactions, the second term on the right-hand side 

of Eq. (7), Rn, was defined according to the laminar finite rate 

model described in Eqns. (11), (12) and (13), where MW,n is the 

molecular weight of species n, NR is the total number of 

reactions in the system, 𝑅𝑛,�̂�  is the Arrhenius molar rate of 

creation/destruction of species n in reaction r, 𝑣𝑛,𝑟
′  is the 

stoichiometry coefficient for reactant n in reaction r, ℳ𝑛 is the 

symbol denoting species n, kfr is the forward rate constant for 

reaction r, 𝑣𝑛,𝑟
′′  is the stoichiometry coefficient for product n in 

reaction r, Cm,r is the molar concentration of species m in 

reaction r, 𝜂𝑚,𝑟
′  is the rate exponent for reactant species n in 

reaction r, 𝜂𝑚,𝑟
′′  is the rate exponent for product species n in 

reaction r and Γ𝑡𝑏  is the net effect of third bodies on the 

reaction rate. In the implemented reaction mechanisms, some 

reactions require a third species to generate the products. This 

third species does not chemically react but remove the excess 

energy from the reaction and dissipate it as heat. If a third 

species is required, its concentration must be indicated in order 

to calculate the rate of progress of that species. Some of these 

third species are more efficient than others in the reaction 

mechanisms. This contribution of each species as a third 

species in a reaction is modeled as third-body efficiencies. 

The net effect of third bodies on the reactions rate were 

calculated according to Eq. (14) where γm,r is the third body 

efficiency of the mth species in the r th reaction. The reaction 

rates were determined via the Arrhenius law, as shown in Eq. 

(15) where Ar is the pre-exponential factor, βr is the 

temperature exponent, Ea,r is the activation energy for reaction 

r. Both third-body efficiencies and Arrhenius parameters were 

defined by the authors of the selected reaction mechanism [55]. 

This approach allowed for the calculation of multiple-step 

kinetic mechanisms, permitting the effect of active radicals on 

the chain-branching process to be captured. Radicals such as 

O, H and OH must react with other species to appropriately 

model combustion and plasma. Thus, multistep chemistry 

needs to be modeled over turbulent–chemistry interactions. 

While the reacting flow model presented in this work ignores 

the effect of turbulence on the production of species, 

supersonic flames are characterized by slower chemistry and 

smaller turbulence-chemistry interactions than subsonic 

flames [56]. 

 

𝑅𝑛 = 𝑀𝑊,𝑛 ∑ 𝑅𝑛,�̂�
𝑁𝑅
𝑟=1   (11) 

 

∑ 𝑣𝑛,𝑟
′ ℳ𝑛

𝑘𝑓𝑟
→ 𝑁

𝑖=1 ∑ 𝑣𝑛,𝑟
′′ ℳ𝑛

𝑁
𝑛=1   (12) 

 

𝑅𝑛,�̂� = Γ𝑡𝑏(𝑣𝑛,𝑟
′′ − 𝑣𝑛,𝑟

′ ) (𝑘𝑓𝑟 ∏ [𝐶𝑚,𝑟]
(𝜂𝑚,𝑟
′ +𝜂𝑚,𝑟

′′ )𝑁
𝑚=1 )  (13) 

 
Γ𝑡𝑏 = ∑ 𝛾𝑚,𝑟𝐶𝑚

𝑁
𝑚   (14) 

 

𝑘𝑓𝑟 = 𝐴𝑟𝑇
𝛽𝑟𝑒

−𝐸𝑎,𝑟

𝑅𝑇   (15) 

 

The ideal gas mixing law was used to compute the viscosity 

of the mixture. The viscosity of each species in the mixture 

was modeled by the Sutherland law. The specific heat of each 

species in Eq. (10) was calculated as a function of the 

temperature via polynomials [56]. The mixture thermal 

conductivity K, required by the energy conservation equations 

was modeled according to Eq. (16) where Xn is the mole 

fraction of species n, kn is the thermal conductivity of the 

species n, Xm is the mole fraction of species m, ψnm is the 

function of the properties of pure components of the mixture. 

The mass, Dn,mix, and thermal, DT,n, diffusion coefficients in Eq. 

(8) were modeled according to Eqns. (17) and (18), 

respectively, whereas the turbulent diffusion coefficient was 

derived according to the turbulence model used [54]. 

 

𝐾 = ∑
𝑋𝑛𝑘𝑛

∑ 𝑋𝑚𝜓𝑛𝑚𝑚
𝑛   (16) 

 

𝐷𝑛,𝑚𝑖𝑥 =
1−𝑛

∑ (𝑋𝑚/𝐷𝑛𝑚)𝑛,𝑚≠𝑛
  (17) 

 

𝐷𝑇,𝑛 = −2.59𝑥10
−7𝑇0.659 |

𝑀𝑊,𝑛
0.511𝑋𝑛

∑ 𝑀𝑊,𝑛
0.511𝑋𝑛

𝑁
𝑖=1

−

𝑌𝑛| |
∑ 𝑀𝑊,𝑛

0.511𝑋𝑛
𝑁
𝑛=1

∑ 𝑀𝑊,𝑛
0.489𝑋𝑛

𝑁
𝑛=1

|  
(18) 

 

The system of equations was solved numerically by the k-ε 

RNG turbulence model using the commercial software 

ANSYS Fluent. The system of equations was discretized by a 

control-volume-based technique. Second-order upwind and 

least-squares cell-based schemes were utilized to discretize the 

convection and gradient terms, respectively. The density-

based solver available was selected for the simulation [56]. 

 

2.1.2 Plasma model 

Experimental Intensified Charge-Coupled Device (ICCD) 

camera images of nanosecond-pulsed discharges in air and 

hydrogen [57, 58] have shown that plasma is generated in an 

approximately rectangular, narrow shape near the lower wall, 

in the volume between the electrodes. In addition, it has been 

shown that the plasma is nearly uniform during each pulse. 

Starikovskaia et al. [59] also confirmed the uniformity of 

nanosecond-pulsed discharges in a gas mixture between 0.3 

and 2.4 atm. Kosarev et al. [60] discussed the ability of these 

types of discharges to generate a quasi-uniform plasma layer 

behind a shock wave from a shock tube. As a result of these 

findings, certain studies for supersonic hydrogen-air mixtures 

[42, 50] have proposed modeling the plasma in a volumetric 

constant region with a uniform electric field throughout the 

domain. This approach reduces the computational load 

imposed by solving Poisson’s equation when computing 

electric fields and is utilized in this work to uniformly model 

the production of plasma active species in a constant volume 

between discharge electrodes. This is done by using a constant 

electric field derived from the discharge parameters. 

Eq. (19) shows the plasma species transport, where nk is the 

number density of plasma species, Γk is the species k flux 

number and 𝐺�̇� is the plasma species k generation/destruction 

term. Due to the spatial uniformity of the plasma model in this 

work, the number density of the species produced during each 

pulse of the discharge is only a function of time. Thus, by 

eliminating the spatial transport term in Eq. (19), it is not 

necessary to solve the highly computationally-demanding 

electric potential equation. In addition, the current modeling 

approach does not consider the calculation of ion Joule heating 

because the energy contribution of this phenomenon is rapidly 

dissipated by convection. Finally, compared to electric fields, 

the current densities and induced magnetic fields are thought 
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to have a minor impact on plasma physics of the nanosecond 

pulsed discharge [43]. 

 
𝜕𝑛𝑘

𝜕𝑡
+ 𝛻 ∙ 𝛤𝑘 = 𝐺�̇� , 𝑘 = 1, 2, 3  (19) 

 

As a result of the aforementioned assumptions, the plasma 

modeling approach used in this work calculates the 

concentrations of species generated during the application of 

an electric discharge solely as a function of time as shown in 

Eq. (20), where Qkm are the source terms for the species k 

corresponding to the contributions from different plasma 

reactions m. This gives way to a system of nonlinear ordinary 

differential equations as shown in Eqns. (21), (22) and (23) 

where Rpm is the reaction rate of plasma species and kpm is the 

plasma reaction rate coefficient. This approach allows to save 

computational resources while still capturing its main effects. 

 
𝑑𝑛𝑘

𝑑𝑡
= ∑ 𝑄𝑘𝑚(𝑡)

𝑚
𝑚=1   (20) 

 

𝑎𝐴 + 𝑏𝐵 → 𝑎′𝐴 + 𝑐𝐶   (21) 

 
𝑅𝑝𝑚 = 𝑘𝑝𝑚[𝐴]

𝑎[𝐵]𝑏   (22) 

 

𝑄𝐴 = (𝑎
′ − 𝑎)𝑅, 𝑄𝐵 = −𝑏𝑅, 𝑄𝑐 = 𝑐𝑅  (23) 

 

The first step in calculating the plasma species 

concentration is to define an appropriate plasma reaction 

mechanism that includes all the processes that occur during 

discharge. This work follows the approach used by Kosarev et 

al. [60], in which the production of plasma species is focused 

on those reactions that lead to the dissociation of the initial 

species in the mixture. In this manner, radicals can be 

generated and subsequently become involved in the ignition 

process. 

Dissociation can occur directly as a result of electron-

impact dissociation or indirectly as a result of different 

reactions between excited species produced by electron 

impacts. Therefore, electron dissociation, attachment, 

detachment, excitation, and ionization, as well as excited 

species quenching, charge exchange and electron-ion 

recombination processes, are considered in the plasma kinetic 

mechanism described as in Eq. (21). The rates of each of these 

reactions, kp, must then be calculated as a function of the 

electron energy distribution, which is derived from the 

solution of the Boltzmann equation. 

To solve the Boltzmann equation, the freeware Bolsig+ [53] 

was utilized. The software numerically calculates the electron 

energy distribution function. The required inputs are the gas 

temperature and pressure, the gas composition, the reduced 

electric field of the plasma and the collision cross-sections of 

the processes that occur during the discharge. 

An important task in solving the Boltzmann equation that 

was assisted by Bolsig+ was determining the correct collision 

processes that apply to the plasma reactions that need to be 

modeled. For each collision process of the model, information 

about the corresponding cross-section is required. 

The rate coefficients calculated from Bolsig+ were used by 

plasma kinetic solver to determine the time evolution of the 

species produced during discharge. This plasma solver is 

named ZDPlaskin [52], and it is a Fortran 90 module that 

calculates the kinetics of a plasma discharge in time for any 

gas mixture. ZDPlaskin includes Bolsig+. As a result, all the 

electric discharge information required by Bolsig+ is added as 

input to ZDPlaskin, and the electron-impact reaction rates are 

calculated internally by Bolsig+. 

The time evolution of the species densities was expressed 

as a system of ordinary differential equations (ODEs), which 

was formed by the set of production/consumption rates of the 

species involved in the plasma kinetic mechanism. In 

ZDPlaskin, the time evolution of the plasma species was 

obtained by integration using the solver DVODE F90 [61]. 

 

2.1.3 Chemistry 

For the model presented in this work, H2-O2 mixtures were 

defined in the laminar finite rate model. The net source of the 

chemical species was calculated by dividing the sum of the 

Arrhenius reaction sources by the total number of reactions 

involved, as shown in Eqns. (1)-(5) and (1)-(7), for a set of 

chemical reactions, as described in Eqns (1-6). In this work, a 

H2-O2 chemical reaction mechanism was included in the 

model with18 reactions developed by Peters and Rogg [55]. 

Since the electrical discharge in this work was applied in 

H2-O2 mixture, a plasma kinetics reaction mechanism 

involving these gases was utilized. To model radical 

generation, information on O2 dissociation, ionization and 

excitation reactions, as well as their cross sections, were taken 

from [62]. This was done so that their rate coefficients could 

be calculated via Bolsig+. Likewise, the information required 

for H2 dissociation, ionization and excitation reactions was 

taken from [63].  

 

 

3. SIMULATION CONFIGURATION 

 

In this work, a nanosecond pulsed electric discharge was 

applied into the domain of a flat wall combustor configuration 

in accordance to the supersonic combustion experiment of Do 

et al. [51] following the proposed simplified numerical 

procedure. In this experiment, a custom-built test section with 

two fuel injectors and two electrodes embedded in a flat wall 

was located in an expansion tube in order to study the effect of 

a high-voltage nanosecond plasma discharge on the supersonic 

combustion of H2-O2 mixtures.  

A schematic of the model representing the wall of the 

scramjet engine combustor used in the experiment is presented 

in Figure 2. In this configuration, a supersonic oxygen flow 

parallel to the wall enters the test section and encounters a 

rectangular aluminum plate with two fuel injectors flush with 

the model surface. The first injector, upstream, works as a pilot, 

injecting hydrogen to promote the generation of radicals once 

the plasma is applied. This injector is also tilted at an angle of 

30° or 60° from the horizontal plane in order to promote the 

penetration of the fuel in the region near the wall and its further 

interaction with the electric discharge. The second injector, 

downstream, generates a transversal hydrogen jet that 

promotes the ignition via mixing. Two thoriated shape 

tungsten electrodes are inserted in the region between the two 

injectors. The electrodes generate a non-equilibrium electric 

discharge during 10 ns with a repetition rate of 50 kHz. 

The penetration of the hydrogen jets into the main stream 

flow was specified using the jet to free-stream momentum 

ratio which is defined in Eq. (19). 

 

𝐽𝑛 = 𝑠𝑖𝑛(𝜃).
(𝜌𝑈2)𝑗𝑒𝑡

(𝜌𝑈2)∞
  (24) 
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Figure 2. Schematic of the flat wall model [53] 

 

The non-equilibrium discharge was produced by repetitive 

15 kV peak pulses, 10 ns pulse width and 50 kHz repetition 

rate. The voltage in the cathode and the anode was -7.5 kV and 

7.5 kV peak respectively. An approximate nominal power of 

10 W was consumed between the plasma pulses. That is each 

20 µs. The energy of a pulse was about 0.2 mJ and the 

discharge volume was approximately 6 𝑚𝑚3. The reduced 

electric field of the pulsed discharge is estimated to be 300 Td. 

In the experiment of Do et al. [51], eight cases with different 

flow conditions were tested corresponding to different 

pressure ratios of the sections of the expansion tube. Table 1 

shows the run conditions for one of these eight cases. This was 

the case selected for validation in this work owing to its 

associated reported results showing OH PLIF images. For this 

case, the authors provided images displaying flames when two 

fuel injectors with and without applied plasma. The images are 

suitable to be benchmarked with the simulation results from 

this work showing how the supersonic combustion is enhanced 

by the application of the plasma. 

 

Table 1. Selected run condition [51] 

 
Property Oxygen 

Mach Number 2.4±0.05 

Stagnation Enthalpy (MJ/kg) 2.4±0.08 

Static Temperature (K) 1300±50 

Static Pressure (kPa) 24±1 

Test Time (μs) 300±50 

Flow Velocity (m/s) 1690±30 

 

3.1 Computational domain and flow conditions 

 

Figure 3 provides a schematic representation of the domain 

created to simulate the flat wall experiment. According to Do 

[49], the boundary layer thickness was about 0.1 mm. As a 

result, the vertical distance of the domain from the flat wall 

was set to 0.05 m. That is 500 times greater than the boundary 

layer thickness. A 33.7+k cells structured grid was built as is 

shown in Figure 3. Refinement was performed near the walls 

and within the region between the two injectors were shock 

waves and recirculation zones were expected. The regions 

where the fuel coming from the injectors enters the combustor 

were also refined since the area change from the injector to the 

combustor lead to recirculation zones and Mach disks. The 

lower distance in the y-direction was about 6×10-5 m near the 

flat wall of the combustor and the walls of the injectors, while 

in the x-direction was about 2×10-5 m in the regions where fuel 

encounters the free-stream flow and shock waves take place. 

These criteria were stablished, along with a time step value of 

1.2×10-8 s, to achieve a courant number less than one with a 

mean stream flow velocity of 1960 m/s. The average aspect 

ratio and the average orthogonal quality of the mesh were of 

6.32 and 0.99, respectively.  

 

 
 

Figure 3. Computational mesh of the flat wall experiment 

 

A convergence study was also performed to verify mesh 

independence from the number of cells elements. In addition 

to the 33.7 k cells mesh, 11.5 k, 21.7 k and 46.3 k cells meshes 

were built. Figure 4 shows the temperature profile along the 

horizontal distance of the simulation domain at a vertical 

distance of 0.01m from the wall. It can be observed that the 

temperature profiles of the 11.5 k, 21.7 k and 33.7 k cells 

meshes present differences from each other specially within 

the horizontal distance from 0.05 m to 0.06 m where shock 

waves and recirculation phenomena take place. This situation 

also is clear in the horizontal distance from 0.09 and 0.1 m 

Nonetheless, these differences are rather subtle between the 

33.7 k and 46.3 k cells meshes. This last comparison indicates 

that the addition of more elements to the 33.7 k cells mesh do 

not lead to relevant changes in the numerical results.  

 

 
 

Figure 4. Temperature profiles along the vertical distance of 

the flat wall combustor for different meshes 

 

The boundary conditions for the simulation of the flat wall 

configuration of Do et al. [51] were established according to 

the run conditions in Table 1. Given that the flow information 
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is provided in terms of momentum ratios, Jn, as shown in Eq. 

(24), where θ is the fuel injection angle, (U)jet is jet fuel 

velocity and (U)∞ is the free-stream velocity, pressure inlet 

boundary conditions were set as shown in Table 2. The 

momentum ratio for the upstream injector was 0.1 while the 

momentum ratio for the downstream injector was 2. No-slip 

condition, zero flux heat and zero diffusive flux species were 

assumed on the walls. 

 

Table 2. Simulation flow conditions of the flat wall case 

 

Property Oxidizer 
Upstream 

Injector 

Downstream 

Injector 

Mach Number 2.40 0.75 1.00 

Static 

Temperature (K) 
1300.00 295.00 295.00 

Static Pressure 

(kPa) 
24000.00 26519.72 258375.97 

H2 Mass Fraction 0.00 1.00 1.00 

O2 Mass Fraction 1.00 0.00 0.00 

 

3.2 Nanosecond pulsed discharge conditions 

 

For the simulation, a nanosecond pulsed discharge 

configuration similar to that used [49, 51] was implemented in 

ZDplaskin. In this plasma discharge, a constant 300 Td 

reduced electric field with a 10 ns duration and 50 kHz 

frequency was assumed. This means that each 20 μs a plasma 

pulse is applied in the form of radical injection into the 

combustion domain. The initial electron density was set to 1018 

m-3 according to the data provided by Do [49]. The time size 

step for the discharge simulation was set to 5×10-10 s. 

 

 

4. RESULTS AND DISCUSSION 

 

4.1 OH radical analysis 

 

Figure 5 presents a comparison between experimental and 

simulation results regarding the presence of OH radicals inside 

the combustor. This, since the presence of OH radicals provide 

a good indication of ignition [49, 51]. While the experimental 

results are based on OH PLIF images overlapped with 

Schilieren images, the simulation results are displayed as 

contours of OH mass fraction. Results in this figure are 1 µs 

after a discharge pulse is applied. The upper of the side of the 

figure shows experimental images from [51] while the lower 

side displays contours obtained using the prosed simulation 

methodology. 

It can be observed from the left side of the figure that, when 

no plasma is applied, a weak flame, detached from the wall, 

appears in both the experiments and the simulation. This 

phenomenon is attributed to the recirculation zone formed 

when fuel sonically enters into the combustor through the 

downstream injector blocking the main-stream flow and 

causing the oxygen flow and the fuel jets to gain more time to 

mix and ignite as explained by Do et al. [51]. In addition, 

temperature increments behind the bow shocks resulting from 

upstream and downstream injections promote combustion in 

this region via acceleration of the chemical kinetics.  

Once plasma is applied, experimental results provide 

evidence of an enhanced flame. The right upper side of Figure 

5 shows that on the left side of the downstream injector the 

flame seems to originate in the plasma application region due 

to the active radicals seeded and propagate into the main 

stream flow. It is observed that the flame follows the large 

structures formed by turbulence effects which foster the 

propagation of the flame and combustion.  

From the right lower side of Figure 5, it can be noted that 

while the OH mass fraction contours retrieved from the 

simulation reveal a filamentary flame on the plasma 

application region, a deep propagation is not appreciated as in 

experimental results. This behavior is attributed to the lack of 

the large-scale coherent structures in the simulation as a result 

of the compressible Favre averaged turbulence model 

implemented. These large-scale coherent structures formed in 

this type of flow are important factors in enhancing mixing and 

promoting flame diffusion [21, 42].  

 

 
 

Figure 5. Flat wall combustor experimental OH PLIF images 

[51] and simulation OH mass fraction contours at 1 µs after a 

plasma discharge comparison 

 

The OH PLIF image on the right side of Figure 5 also shows 

a flame on the right side of the downstream injector which is 

not observed in the OH mass fraction contours. Ignition at this 

region is believed to be promoted by remnant air that was 

filling the test section before sonic hydrogen is injected [49]. 

In the simulation, however, all this region was occupied by 

hydrogen. This, due to the high momentum of the hydrogen 

flow when compared to the main stream oxygen current which 

prevents mixing.  

Figure 6 shows the simulation results for the contours of OH 

mass fraction that allow the visualization of flame 

enhancement due to the plasma application as time evolves. 

The left column depicts evidence that a flame is generated on 

the left side of the downstream injector without plasma 

assistance. In this case, the flame results from the upstream jet 

fuel and oxygen flow trapped in the recirculation region 

formed by the downstream injector and the temperature 

increased induced by the bow shock resulting from the fuel 

injection. On the other hand, the contours shown on the 

corresponding right column reveal that a higher concentration 

of OH appears in the same region at the same time when a 

discharge pulse is applied indicating the presence of a stronger 

flame and that combustion have been enhanced. Figure 6 

reveals that this stronger plasma-ignited flame has been 

generated earlier than the auto-ignited flame. The upstream jet 

fuel serves as a pilot to generate radicals as a result of the 

electron impact plasma reactions with the mixture coming 

from the upstream region where the fuel was injected. 
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The set of results shown in Figures 5 and 6 indicate that the 

seeding of O and H radicals promotes a faster generation of 

radicals to trigger ignition but requiring less energy. 

 

4.2 Temperature contours analysis 

 

Figure 7 shows the contours of temperature retrieve from 

the simulation at 2 µs after a plasma discharge pulse. The 

upper side of the figure displays contours when no discharge 

is applied and the lower side shows contours when the plasma 

is applied. These contours allow to analyze the plasma effects 

on the flat wall flame from the temperature perspective. Even 

though experimental results do not provide information 

concerning temperature inside the combustor, the simulation 

results confirm the enhancement effect of the plasma on 

combustion.  

 

 
 

Figure 6. Time evolution of OH mass fraction contours of 

the flat wall combustor simulation 

 

 
 

Figure 7. Temperature contours of the flat wall at 2 µs after a 

plasma discharge. Upper side without plasma and lower side 

with plasma 

 

In the absence of the plasma discharge a weak flame, 

represented by temperature increments in the contours 

originates on the left side of the downstream injector. In that 

region, the upstream hydrogen jet fuel and oxygen from the 

freestream flow mix and ignite due to recirculation and bow 

shocks temperature increments. In contrast, a stronger flame is 

generated when plasma seeded radicals react with the mixture 

leading to a faster energy release. 

 

 

5. CONCLUSIONS 

 

A comparison between experimental OH PLIF images and 

OH mass fraction contours revealed that a weak flame was 

formed when no plasma was applied in the flat wall combustor.  

Despite the short time the air flow and the fuel jets have to 

mix and ignite due to the high speeds, ignition took place 

because of a recirculation region was created by sonic 

downstream injection of the hydrogen blocking the main 

stream flow. Experimental and numerical results revealed that 

the application of the plasma created a stronger flame. 

Radicals added by the discharge shorten the ignition delay 

time by surpassing chain initiation reactions from the 18-steps 

mechanism selected for the model. This plasma effect 

compensates the high velocity convection on the mixture so 

more OH radicals are produced in less time in the region where 

plasma is applied. Even though this phenomenon is well 

reproduced by the proposed modeling approach, experimental 

results showed that the plasma-generated flame was broader 

than that in the numerical results and propagates following the 

large structures as a result of the turbulence. It is believed that 

the numerical flame differs from that in the experimental 

images because the turbulence model adopted does not capture 

the large structures, instead they are averaged. As a result, it is 

concluded that in order to have a more accurately reproduction 

of the experiment a Large Eddy Simulation (LES) is required. 

Nonetheless, it is quite clear that the proposed model is able to 

capture the main effects of the plasma inside the flat wall 

combustor at a lower computational burden than using LES. 
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NOMENCLATURE 

 

𝐴𝑟 pre-exponential factor, m, kmol, s-1 

𝛽𝑟 temperature exponent 

𝐶𝑚,𝑟  molar concentration of species m in reaction r, kmol 

m-3 

𝑐𝑝,𝑛 specific heat capacity at constant pressure of species n, 

J kg-1 K-1 

𝐷𝑇,𝑛 thermal diffusion of species n, kg m-1 s-1 

𝐷𝑛 mass diffusion coefficient for species n in the mixture, 

m2 s-1 

𝐷𝑛,𝑚 binary diffusion of species n in each species m, m2 s-1 

�̃� Favre-averaged internal energy, J kg-1   

𝐸 total energy, J kg-1   

𝐸𝑎,𝑟  activation energy for reaction r, J kmol-1 

Ġ𝑘 plasma species k generation/destruction term, m-3 s-1 

ℎ enthalpy of the mixture, J kg-1 

ℎ𝑛 sensible enthalpy of species n, J kg-1 

ℎ̃ Favre-averaged enthalpy, J kg-1 

ℎ′′ fluctuating-Favre enthalpy, J kg-1 

𝐻 total enthalpy, J kg-1   

𝐽𝑛,𝑗 diffusion flux of species n in direction j, kg m-2 s-1 

K thermal conductivity of the mixture, W m-1 K-1 

K𝑛 thermal conductivity of the species n, Wm-1 K-1 

k turbulence kinetic energy, m2 s-2 

𝑘𝑓𝑟 forward rate constant for reaction r, kmole m-3 s-1, s-1, 

m3 mol-1 s-1 

𝐾𝑝𝑚 plasma reaction rate coefficient, m-3 s-1 

ℳ𝑛 symbol denoting species n 

𝑀𝑊,𝑛 molecular weight of species n, kg kmol-1 

𝑁 total number of chemical species in the system 

𝑁𝑅 total number of reactions in the system 

𝑛𝑘 number density of plasma species k, 𝑚−3 

�̅� Reynolds-averaged static pressure, kg m-1s-2 

𝑃𝑜𝑝 operating pressure, kg m-1s-2 

𝑄𝑘𝑚 source terms for the species k corresponding to the 

contributions from different plasma reactions m, m-3 

s-1 

𝑅 universal gas constant, J kmol-1 K-1 

𝑅𝑛 net rate of production of species n by chemical 

reactions, kg m-3 s-1 

𝑅𝑛,�̂� Arrhenius molar rate of creation/destruction of species 

n in reaction r, kmol m-3 s-1 

𝑅𝑝𝑚 reaction rate of plasma species, m-3 s-1 

𝑆ℎ volumetric heat source, J kg-1s-1 

𝑆𝑐𝑡 turbulent Schmidt number 

𝑡 time, s 

𝑇 temperature, K 

�̃� Favre-averaged temperature, K 

𝑇𝑟𝑒𝑓  reference temperature, K 

𝑢�̃� Favre-averaged velocity vector in i direction, m s-1 

𝑢𝑖′′ fluctuating-Favre velocity vector in i direction, m s-1 

𝑢�̃� Favre-averaged velocity vector in j direction, m s-1 

𝑢𝑗′′ fluctuating-Favre velocity vector in j direction, m s-1 

𝑣𝑛,𝑟
′  stoichiometry coefficient for reactant n in reaction r 

𝑣𝑛,𝑟
′′  stoichiometry coefficient for product n in reaction r 

𝑥𝑖 distance in i direction 

𝑥𝑗 distance in j direction 

𝑋𝑛 mole fraction of species n 

𝑋𝑚 mole fraction of species m 

𝑌𝑛 local mass fraction of species n 

 

Greek symbols 

 

Γ𝑘 species k flux number, m-1 s-1 

Γ𝑡𝑏 net effect of third bodies on the reaction rate, mol m-3 

𝛾𝑚,𝑟 third body efficiency of the mth species in the r th 

reaction 

𝜂𝑛,𝑟
′  rate exponent for reactant species n in reaction r 

𝜂𝑛,𝑟
′′  rate exponent for product species n in reaction r 

𝜇𝑡 turbulent dynamic viscosity, kg m-1 s-1 

�̅� Reynolds-averaged density, kg m-3 

𝜏̅ averaged viscous shear stress tensor, kg m-1 s-2 

𝜓𝑛𝑚 function of the properties of pure components of the 

mixture 

 

Subscripts 

 

𝑎 activation 

𝑖 direction i 

𝑗 direction j 

𝑚𝑖𝑥 mixture 

𝑚 species m 

𝑛 species n 

𝑜𝑝 operating 

𝑅 total reactions 

𝑟 reaction rth 

𝑟𝑒𝑓 reference 

𝑡𝑏 third body 
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