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The recent COVID-19 is a very dangerous disease that intimidates humanity. It spreads very 

fast and many rules must be respected to reduce its prevalence. One of the most important 

rules is the social distance which means keeping a safe distance between two persons. A safe 

distance must be one meter or more. Respecting such rules in public spaces is a very 

challenging task that needs the assistance of artificial intelligence tools. In this paper, we 

propose a social distance detector using convolutional neural networks. The detector was 

based on the Yolo model with a custom-made backbone to guarantee real-time processing 

and embedded implementation. The backbone was optimized to make it suitable for 

embedded resources. The inference model was evaluated on the Pynq platform. The model 

was trained and fine-tuned using the MS COCO dataset. The evaluation of the proposed 

model proved its efficiency with a precision of 87.98% while running in real-time. The 

achieved results proved the efficiency of the proposed model and the proposed optimization 

for embedded implementation. 
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1. INTRODUCTION

Recently, the Corona Virus Disease 2019 (COVID-19) is 

affecting 215 countries and territories around the world. 

COVID-19 has infected more than 42 million people and 

killed more than one million persons [1]. The main problem of 

the coronavirus that it spreads through the air and it is very 

hard to control its prevalence. Many rules were proposed to 

reduce the impact of this disease. One of the most important 

rules was social distancing which means keeping a distance of 

one meter or more between every two persons. This rule was 

effective in reducing the infection probability. But most of the 

people are ignoring this rule and that makes the situation worse. 

To ensure social distancing protocol in public spaces such as 

supermarkets and transport stations, an artificial intelligent 

social distance detection must be involved in the loop to 

reduce the purser on the human operators. 

An artificial intelligence breakthrough was made by the use 

of the deep learning technique for computer vision tasks. Deep 

learning [2] is defined using deep artificial neural networks to 

solve complex tasks such as image processing [3], natural 

language processing [4], and signal processing [5]. The main 

power of deep learning comes from the use of deep specific 

neural networks and the ability to learn features directly from 

input data without any handcrafted algorithms. Convolutional 

neural network (CNN) [6] is the most famous deep learning 

model for image and video processing applications [7, 8]. 

CNN was inspired by the biological cortex and its decision-

making process mimics the biological brain. CNN is 

composed of different types of layers for different tasks to 

achieve trusted predictions. The most important is the 

convolution layers that are used to extract features and the 

non-linear activation layers that are used to extend the deep 

and the ability of the network to handle more complex tasks. 

in second place we find pooling layers that are used to 

compress the dimension of the feature maps to reduce the 

network computation complexity at the decision-making stage. 

Pooling layers can be eliminated and replaced by strided 

convolution layers [9]. 

CNN was successfully used to solve many daily live tasks 

such as indoor navigation [10, 11], scene recognition [12], 

indoor object recognition [13], traffic signs classification and 

detection [14, 15], pedestrian detection [16, 17] and many 

other applications [18, 19]. The main problem of CNN that is 

computationally expensive and need high-performance 

computers to achieve the desired performance. Recently, many 

techniques were proposed to make CNN suitable for low-

power devices.  

Pruning [20] was one of the most important techniques that 

allow the implementation of CNN models on embedded 

devices. The main idea of the pruning technique was to remove 

redundant parameters that are not relevant to the network by 

setting its weight to 0. This allows reducing the number of 

neurons that accelerate the processing time and reduce 

memory usage. Many types of pruning were proposed such as 

pruning from scratch and post-training pruning. In this paper, 

we will focus on pruning the model for inference [21] since 

the training will be performed on a high-performance 

computer and the inference will be implemented on a low 

power device. Our main goal was to reduce memory usage and 

computation complexity without dramatically damage the 

accuracy. 

Quantization [22] was a very important optimization 

technique that allows implementing CNN models on 
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embedded devices. This technique aims to reduce the number 

of bits used to represent the weights on CNN. Also, it replaces 

floating-point representation with fixed-point representation. 

Many works [23] have proved that CNN weight can be 

represented using an 8-bits integer instead of a 32-bits floating 

point without incurring a significant loss of accuracy. Also, the 

use of 4/2/1-bits integers for weight representation was 

investigated [24] and great progress was achieved. 

In this work, we proposed a social distance detector based 

on CNN model. The CNN model was designed to be 

implemented on low-power devices to be implemented on 

public spaces surveillance cameras without the need for high-

performance computers. To reach real-time processing, we 

propose the use of one-stage detectors. This type of detector 

was developed for speed purposes with accepted accuracy. 

You only look once (Yolo) [25] was the most powerful one 

stage detector. As its name means it processes the input image 

in a single pass and generates predictions. Yolo solved the 

detection task as a regression task to speed up the processing 

time. The second version Yolo v2 [26] was used in this work 

because it presents more performance in the detection task 

compared to the first version of Yolo. To make the proposed 

detector suitable for embedded implementation, a custom 

backbone was proposed based on CNN. The proposed 

backbone was built without using pooling layers for embedded 

implementation purposes [9]. CNN models with only 

convolution layers are more adaptable for implementation on 

hardware devices such Field Programmable Gate Arrays 

(FPGA). 

The social distance detector is composed of two steps. The 

first step is to detect pedestrians and the second step is to 

calculate the distance between every two pedestrians. Based 

on the calculated distance, we predict if the social distance was 

respected or not. To validate the performance of the proposed 

detector, the MSCOCO dataset [27] was used for training and 

fine-tuning after applying the optimization techniques. To 

focus on the desired task, we consider only the class person 

from the dataset and the other classes was used as negative 

data. The evaluation of the proposed detector proved its 

efficiency with a precision of 87.98% and a processing speed 

of 17 FPS. 

The remainder of the paper is the following: section 2 

presents the related works. The proposed approach was 

detailed in section 3. In section 4 experiment and results were 

discussed. The paper was concluded in section 5.  

 

 

2. RELATED WORKS 

 

Since the first appearance of the COVID-19, many related 

research topics were investigated. Enforcing safety rules are 

the most important and many works were proposed to build 

automatic systems. Talking about social distance detection, it 

is divided into two main parts. The first part is the person 

detection which the most important and needs a lot of attention. 

The second part is the distance calculation between every two 

persons and interrupts if the social distance is respected. For 

both parts, many works were proposed. 

 

2.1 Person detection  

 

Person detection can be considered as a separate task for a 

specific application or can be included with general object 

detection. Most famous datasets such as Pascal VOC [28] and 

MS COCO [27] are considering persons as a relevant class. 

Faster RCNN [29] was the first object detection model 

based entirely on CNN mode. It is composed of two jointly 

CNN models. The first model was used for feature extraction 

which is based on existing models such as VGG [30] and 

ResNet [31]. And the second model named region proposal 

network (RPN) was used for region proposal generation for 

the detection task. The RPN shares the features extracted by 

the first model to reduce computation and generate more 

trusted regions to reduce the processing time and enhance the 

detection accuracy. The faster RCNN achieve good detection 

precision, but it was very slow in processing time with 0.2 

seconds per image. 

In the context of processing speed, the Yolo [25] was 

proposed. It was designed to be very fast without losing much 

accuracy. In Yolo, the RPN was eliminated, and a single CNN 

model was used to perform both tasks, detection, and 

identification, simultaneously. Both tasks were solved as a 

regression problem by a single pass through the CNN model. 

The Yolo model was very fast with a speed of 0.02 seconds 

per image, but it suffers from low precision and struggles in 

detecting small objects. More versions of Yolo are then 

proposed to balance the person and speed. The Yolo v2 comes 

with a new idea to enhance precision such as using predefined 

anchors like those used in the RPN [29] and it was effective. 

The Yolo v3 [32] enhances the precision but it was 

computationally extensive. 

The single shot multi-box detector (SSD) [33] was proposed 

to achieve a balance between speed and precision. In the SSD, 

extra layers were added to detect objects at different scales 

through a pyramid structure. The proposed contribution was 

very useful and good results were achieved in terms of 

precision and processing speed. The SSD was computationally 

extensive even when using lightweight backbones such as 

MobileNet [34]. Besides, it suffers from class imbalance and 

the precision for some classes was very low compared to other 

classes. 

RetinaNet [35] was proposed as a solution to the class 

imbalance problem. It proposes a focal loss function by 

applying a modulating term to the original loss function to 

focus on learning hard examples for low precision classes. The 

RetinaNet is composed of a CNN backbone and two specific 

outputs. The first output is used for classification and the 

second one is used for object localization through a linear 

regression layer. The proposed focal loss function was very 

effective, and state of the art performance was achieved. The 

RetinaNet is computationally extensive and must run on a 

high-performance GPU [36]. 

The mentioned object detection models were trained on 

large-scale datasets and can be directly integrated or fine-

tuned for social distance detection. 

 

2.2 Social distance detection 

 

Artificial intelligence applications can be very useful for the 

fight against the COVID-19 by eliminating the human 

operator from the loop and reducing physical contact. 

Enforcing social distancing have a great impact on reducing 

the spreading speed of the virus. Many works were proposed 

to enforce social distancing and detect non-social distancing 

behaviors. 

Narinder et al. propose a social distance detector based on 

the Yolo v3 model [32] and Deepsort techniques. The Yolo v3 

was used to detect persons by processing images. The 
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Deepsort techniques were used to assign an ID to each 

detected person and track it in the video. The Yolo model was 

fine-tuned for person detection. The model achieved an mAP 

of 84.6% and a processing speed of 23 FPS when implemented 

on Nvidia GTX 1060 GPU. The proposed approach needs a 

high-performance computer to be implemented for real-world 

use and this is not available for everyone because of its high 

cost. 

An artificial intelligence-based social distance detector was 

embedded in a drone in the study of Ramadass et al. [37]. The 

proposed detector was based on the Yolo v3 model [32] for 

person detection. The Yolo v3 was used to process the images 

provided by the drone camera and calculate the distance 

between persons to check whether the social distance is 

respected or not. Also, the model was used to detect face 

masks. 

The mentioned methods were proposed to detect social 

distancing but none of them is available for use in public 

spaces due to its limitation. In the next section, we will present 

in detail our social distance detector and discuss its availability 

for implementation in existing surveillance cameras at a low 

cost. 

 

 

3. PROPOSED APPROACH 

 

The COVID-19 is causing a world crisis and because of the 

absence of any cure, social distancing is considered as an 

important rule that people must respect to reduce the spreading 

impact of the virus. Since people are ignoring this rule, a 

warning for all Violators must be performed. To detect 

Violators, an automatic social distance detector was proposed 

based on deep learning. The proposed detector was based on 

the Yolo v2 model, and it was suitable for embedded 

implementation. The performance was validated using a Pynq 

board [38]. 

The main idea of the Yolo models is to divide the input 

image into an s x s grid. Then for each grid cell, it predicts one 

object with a fixed number of bounding boxes with a 

confidence score each and conditional class probabilities for 

each class. The bounding boxes were randomly guessed. Each 

predicted bounding box has 5 parameters which are the (x, y) 

coordinate of the offset of the corresponding cell, the width 

(w), the height (h), and the confidence score. x, y, w, and h 

were normalized by the height and width of the input image. 

So, the value of those parameters is between 0 and 1. To 

generate the final prediction Yolo uses two linear regression 

layers to predict bounding box parameters. As a final output 

only bounding boxes with a confidence score greater than 0.25 

were presented. For the classification task, the class 

confidence score was calculated by multiplying the bounding 

box confidence score and the conditional class probabilities. 

The one object prediction proposed in the first version of Yolo 

limits its detection rate by ignoring close objects. Besides, the 

initial training was not stable because of randomly guessed 

bounding boxes. 

The Yolo v2 was proposed to enhance the detection 

precision. In real life, objects of the same class have similar 

shapes with different sizes. So, Yolo v2 proposed to use a 

predefined anchor and generate bounding boxes by predicting 

the offset of those anchors. Thus, if the offset values are fixed 

then the diversity of the predictions can be maintained, and 

each prediction will focus on a specific shape. So, the initial 

training will be more stable and better results can be achieved. 

For better predictions, the fully connected layers were 

removed and replaced by a 1x1 convolution layer. Also, the 

last convolution layer was replaced by three 3x3 convolution 

layers with a 1024 output channel each. The size of the input 

image was changed to a multiple of 32. In addition, one 

pooling layer was removed to generate a 13x13 output grid. 

The main concept of Yolo v2 is presented in Figure 1. 

The Yolo v2 model used a k-mean clustering algorithm by 

processing the training data and generating the predefined 

anchors. The original Yolo v2 was trained on the MS COCO 

dataset and 5 predefined anchors were used. In this work, we 

run the k-mean clustering algorithm on the person class and 

new 5 predefined anchors were proposed. Figure 2 presents the 

difference between the original anchors (old) and the proposed 

anchors (new). The shape of the new anchors is corresponding 

to the shape of the person at different positions and sizes. The 

proposed anchors allow focusing on the person class to 

achieve better performance for the studied task. For social 

distance detection, the only person must be detected to 

measure the distance between them and detects social 

distancing. 

 

 
Figure 1. The main concept of Yolo v2 
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Figure 2. Proposed anchors vs original anchors 

 

To train the model a special loss function was proposed that 

combines the detection loss and classification loss. The 

proposed loss can be computed as (1). 

 

𝑙𝑜𝑠𝑠 =  𝜆𝑐𝑜𝑜𝑟𝑑 ∑ ∑ 𝑞𝑖𝑗
𝑜𝑏𝑗𝑘

𝑗=1
𝑠2

𝑖=1 (𝑥𝑖 − 𝑥̂𝑖)2 + (𝑦𝑖 −

 𝑦̂𝑖)
2 + 𝜆𝑐𝑜𝑜𝑟𝑑 ∑ ∑ 𝑞𝑖𝑗

𝑜𝑏𝑗𝑘
𝑗=1 (√𝑤𝑖 −  √𝑤̂𝑖)

2 +𝑠2

𝑖=1

(√ℎ𝑖 −  √ℎ̂𝑖)
2 +  ∑ ∑ 𝑞𝑖𝑗

𝑜𝑏𝑗𝑘
𝑗=1

𝑠2

𝑖=1 (𝑐𝑖 −  𝑐̂𝑖)
2 +

 𝜆𝑛𝑜𝑜𝑏𝑗 ∑ ∑ 𝑞𝑖𝑗
𝑛𝑜𝑜𝑏𝑗𝑘

𝑗=1
𝑠2

𝑖=1 (𝑐𝑖 − 𝑐̂𝑖)
2 +

 ∑ 𝑞𝑖
𝑜𝑏𝑗𝑠2

𝑖=1 (𝑝𝑖 −  𝑝̂𝑖)
2  

(1) 

 

𝑞𝑖
𝑜𝑏𝑗

: the grid cell i contains a person. 

𝑞𝑖𝑗
𝑜𝑏𝑗

: the jth bounding box that contains a person. 

𝑞𝑖𝑗
𝑛𝑜𝑜𝑏𝑗

: the jth bounding box that does not contain a person. 

(𝑥𝑖 , 𝑦𝑖): defines the ith center coordinate of the ground truth 

bounding box. 

(𝑥̂𝑖 , 𝑦̂𝑖): defines the ith center coordinate of the predicted 

bounding box. 

𝑤̂𝑖 : the width of the ith ground truth bounding box. 

𝑤𝑖  : the width of the ith predicted bounding box. 

ℎ̂𝑖 : the height of the ith ground truth bounding box. 

ℎ𝑖 : the height of the ith predicted bounding box. 

𝑐̂𝑖 : the confidence score of the bounding box j in the cell i. 

𝑝̂𝑖 : the conditional probability of the presence of a person 

in cell i. 

The Yolo v2 model was originally deployed on a high-

performance GPU and cannot be used for embedded 

implementation. To solve this, a custom lightweight backbone 

was proposed. The proposed backbone was composed of 7 

convolution layers followed each by a non-linear activation 

layer and batch normalization layer. No pooling layers was 

used, and the subsampling process was performed using the 

strided convolution layers with a stride of 2 to optimize the 

number of operation and avoid the decrease of accuracy. Table 

1 present the different configuration of the proposed backbone. 

For all convolution layers a kernel size of 3x3 with a stride of 

2. The number of filters starts with 16 filters in the first 

convolution layer and doubled in each next layer except for the 

fifth and sixth layers and for the last layer, 125 filters were 

used. 
 

Table 1. Configuration of the proposed backbone 
 

Layer Number of filters Kernel size Stride 

Convolution 1 16 3 x 3 2 

Convolution 2 32 3 x 3 2 

Convolution 3 64 3 x 3 2 

Convolution 4 128 3 x 3 2 

Convolution 5 128 3 x 3 2 

Convolution 6 256 3 x 3 2 

Convolution 7 125 3 x 3 2 

Detection  1 x 1 1 

The input image was resized to 128x128 to speed up the 

processing time. This may degrade the precision, but this 

degradation can be ignored and does not affect the total 

performance and we must focus on speed over precision.  

The proposed model must be more optimized to fit the 

embedded device. First, the proposed model was pruned by 

removing redundant and weak connections. It was proved in 

the study of Han et al. [39] that pruning the model can reduce 

its size 9 times without a big loss in precision. The proposed 

model is composed only of convolution layers and ordinary 

pruning cannot be useful. So, we propose to prune the whole 

filter instead of selecting weights. To achieve better results, we 

propose to apply quantization alongside the pruning. Using 

fixed-point representation speed up the processing time and 

reduce memory usage. But it degrades the precision. The 

optimization techniques allow to speed up the processing 

speed and allow to reduce the needed computation resources 

but affect the precision. To recover the precision the model 

was fine-tuned using the same training data after applying the 

optimization techniques. 

To measure the distance between two persons, we first 

define the detection area, and then we define the social 

distance in vertical and horizontal directions. Figure 3 presents 

how to define social distance. Points 1, 2, 3, 4 are used to 

define the detection area, and the distance between point 5 and 

point 6 defines the social distance in the horizontal direction, 

and the distance between point 5 and point 7 defines the social 

distance in the vertical direction. 

 

 
 

Figure 3. Definition of detection area and social distance in a 

different direction 

 

 

4. EXPERIMENT AND RESULTS 

 

For the training and testing of the proposed model, a desktop 

works with a Linux operating system equipped with an Intel i7 

CPU with 32 G of RAM, and an Nvidia GTX960 GPU was 

used. The proposed model was developed based on the 

PyTorch deep learning framework. The open cv library was 

used to process images and to measure the social distance.  

The inference of the proposed model was deployed on a 

Pynq bord. The Pynq board is a Xilinx product equipped with 

a zynq MPSOC suitable for python programming. In this work, 

we used the Pynq z1 which is based on the ZYNQ XC7Z020. 

The Pynq z1 is equipped with a dual-core ARM Cortex A9, 

512 MB of RAM, and Artix-7 family programmable logic. The 

programmable logic is composed of 13300 logic slices, each 

with four 6-input LUTs and 8 flip-flops, 630 KB of fast block 

RAM, 220 DSP slices, and many other components. Also, the 

board is equipped with Gigabit Ethernet PHY for internet 

connection and an input and output HDMI connection that 

allows the process and display visual data easily. A Linux 

image disk can be loaded to the Pynq for fast configuration 
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and easy use. The Pynq board is a low-cost device and can be 

used for all commercial RGB cameras and display monitors. It 

is considered a good solution for social distancing detection 

which provides a good trade-off between cost and 

performance. Figure 4 presents an illustration of the Pynq z1 

board. 

 

 
 

Figure 4. Pynq z1 board 

 

To train and evaluate the proposed model the MSCOCO 

2017 dataset was used. It is a dataset built for many tasks such 

as object detection and key point estimation. The dataset 

contains more than 118000 images from 80 classes. In this 

work, we only consider the class person, and the other classes 

were used as negative data to make the model focus on the 

desired task. 

The evaluation of the proposed model was performed using 

the MSCOCO dataset by taking into account only the class 

person. The Adam optimizer was used to train the proposed 

model. The Adam optimizer has many advantages compared 

to other optimizers which are not limited to accelerating the 

convergence of the model and optimizing the learning rate 

while optimizing the model. An initial learning rate of 0.01 

was used with a weight decay of 0.005. The model was trained 

for 110 K iterations. The backbone was initially pretrained on 

the imageNet dataset and the weights were used to initialize 

the detection model. The curve of loss function optimization 

is presented in Figure 5. 

 

 
 

Figure 5. Loss function optimization curve 

 

A mean average precision (mAP) of 87.98%. After 

compressing the model, an mAP of 83.45% was achieved. The 

model compression degrades the mAP but accelerates the 

processing time from 15 FPS to 21 FPS on the testing desktop. 

The proposed model was very effective compared to the state-

of-the-art models. Table 2 present a comparison against state-

of-the-art models in social distance detection. 

Table 2. Comparison against state-of-the-art models 

 
Model  mAP (%) Speed (FPS) 

Ramadass et al. [37] 54.73 7 

Punn et al. [36] 84.6 23 

Ours 87.98 15 

Ours compressed 83.45 21 

 

The inference of the model was implemented on the Pynq 

z1 board using the xf DNN module for neural network 

implementation on Xilinx hardware. Also, the xf open cv 

library was used for fast image processing on the hardware 

device. The xf DNN allows the partition of the neural network 

on the available resources (hardware and software). In this 

work, the input and output layers were implemented on the 

software part and the hidden layers (convolution) were 

implemented on the hardware where a data reuse technique 

was enabled to eliminate the connection with the global 

memory and work on the memory of the programmable arrays. 

Such a technique allows speeding up the processing speed and 

takes advantage of the full hardware device. A processing 

speed of 17 FPS was achieved. Figure 6 presents an example 

of social distance detection using the proposed model. 

 

 
 

Figure 6. Demo of social distance detection 

 

The achieved results proved the efficiency of the proposed 

model for social distance detection. It was useful to propose a 

lightweight backbone and compress for embedded 

implementation. The Yolo v2 detection methodology was very 

effective and has allowed achieving good results. The 

proposed anchors have enhanced the precision by focusing on 

a predefined shape and ignoring other objects. 

The limitation of the proposed technique is caused by the 

occlusion that degraded the model’s capability to measure the 

distance between persons. Maybe using a multi-cameras view 

can be a solution to this problem. 

 

 

5. CONCLUSIONS 

 

COVID-19 is causing a global crisis and without an efficient 

cure, many important rules must respect to reduce the 

spreading speed. Social distancing was defined as a principal 

rule to fight this disease. Unfortunately, people are not 

responding, and social distancing is not respected. In this work, 

we propose a social distance detector to warn violators in 

public spaces and workspaces. The proposed approach was 

based on the Yolo v2 model for person detection the distance 

between them was measured. Good results were achieved with 

87.98% of mAP and 17 FPS of processing speed. The 

proposed model was implemented on the Pynq board. 
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