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The present article aims to review and evaluate the practiced and classical techniques, 

tools, models, and systems concerning automatic information extraction (IE) from 

published scientific documents like research articles, patents, theses, technical reports, 

and case studies etc. IE is performed for various reasons such as better indexing, 

archiving, searching, and retrieving. That is mainly used by the search engines and the 

indexing services as well the digital libraries and semantic web. In this regard, several 

studies have been conducted targeting various nature of documents. The study pays 

special consideration to the successful IE models, algorithms and approaches applied to 

structural IE from published documents. To grasp this, the paper is classified into 

several segments and each segment covers a significant aspect of IE. Furthermore, to 

validate their benefits and drawbacks, a comparative study of all the approaches have 

been conducted in terms of various performance factors like precision, accuracy, recall 

and F-score. Potential areas of improvement have been emphasized as research gap for 

the scholars in the closely related areas. Ultimately, a comprehensive summary of the 

evaluation is presented in tabular form and review is concluded. It was observed that 

the hybrid methods outperform the other methods due to their versatile nature to address 

various document formats. 
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1. INTRODUCTION

With the rapid growth in the technological aspects in the 

web, a huge volume of documents has been witnessed to be 

created on the daily basis. These documents are mainly 

unstructured or semi-structured, the search engines and the 

web crawlers are unable to index and consequently search 

them effectively. Hence, it is necessary to develop techniques 

for extracting useful information (like metadata etc.) from 

such documents that are generally unstructured and/or semi-

structured. Since most of these documents are in portable 

document format (PDF), the techniques can be seen as 

converters which take unstructured texts to be more computer-

friendly input and output information in a particular format. 

As documents on the web and from other sources is increasing, 

it becomes increasingly important to develop such techniques 

[1]. Due to increasing demand to obtain structured information 

from documents, information extraction (IE) has gained a 

significant importance in research. IE refers to the automated 

extractions of information from unstructured sources [2]. The 

role of IE is to locate in a particular domain a predefined 

collection of definitions, ignoring other unrelated information. 

The domain consists of a corpus of texts together with a 

specified need for information. In other words, from 

unstructured text, IE is about deriving organized factual 

knowledge. The volume and variety of data creates additional 

difficulties in identifying useful information [3]. Since the 

growth rates of unstructured information are very high and 

growing in recent times, the key challenges in IE, mining and 

analysis must be understood. The main challenges to collect 

useful information are the scalability, dimensionality, and 

heterogeneity of unstructured data [4]. The big questions are 

transforming unstructured data into a structured format to 

improve representation. Analytics need for efficient and 

accurate transformation by identifying new methods to extract 

semantics and contextual information through analysis, 

management, and query. Technological advances have 

encouraged rapid data volume growth in recent years [5]. The 

volume, diversity and the rapidity of big data also have altered 

the paradigm of system computing capacity. In addition, 
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unstructured data from different sources was predicted to grow 

to 90% in few years. It is estimated that 95% of global data for 

the year 2020 will have unstructured data with an annual rate 

of growth estimated at 65% [6]. Unstructured data exists in 

various formats like text, images, audio, video, blogs, and 

websites [7], non-standard and schema-less [8], further it 

comes from various sources like, social media, sensors [7]. 

Due to size and complexity of such data, the IE is a tedious 

task because it involves the format sensitive approaches whose 

effectiveness fluctuates severely with the slight change in the 

format of the documents. That is why, no single win-win 

scheme has been introduced that can handle all formats at the 

same time. The IE process is used to extract structured 

information from the data pipeline for analysis in the form of 

entities, relationships, facts, terms, and other information. 

Efficient and accurate data transformation leads to improved 

data analysis and IE performance. Various IE methods were 

proposed to extract structured and useful information from 

unstructured data to ultimately assist in the management, 

processing, and analysis of non-structured data [8]. Various 

documents (emails, web pages, newsgroups, news articles, 

business reports, research papers, blogs, abstracts, proposals) 

and a report on output from the source document is provided 

in accordance with certain specific criteria [8]. In the form of 

non-structured data, natural language texts carry textual 

information that does not have a predefined data model. The 

information and relationships represented by the data are 

therefore not explicitly indicated or formatted. The task of 

working with textual information is a difficult due to its 

variability [9]. The IE process is one of the important data 

analytical tasks in which structured information is extracted 

from unstructured data [10]. The IE is defined as “extracting 

instances from unstructured data from predefined categories, 

establishing a structured and unequivocal representation and 

relationship between entities.” Documents are collected as 

inputs and different representations of relevant data that meet 

different criteria. IE techniques efficiently analyze the text in 

free form using structured format, extracting the valuable and 

relevant information [11]. The ultimate objective of IE 

techniques is to identify the key facts from text to enrich 

knowledgebases [12].  

Rest of the paper is categorized as follows: section 2 

contains ontology-based IE techniques, section 3 introduces 

the IE from articles. IE systems are elaborated in section 4 

while section 5 contains approaches and methods to IE from 

research articles. Section 6 convers IE tools while section 7 

concludes the paper. 

 
 

2. LITERATURE REVIEW ON IE 
 

2.1 Ontology based IE 

 

Ontology based IE (OBIE) emerged as recent field in IE. 

The ontologies are used as basis of IE and the data is usually 

perceived through the ontology. This is to be noted that 

ontology is characterized as a mutual conceptualization, 

formal and explicit specification of a field [13]. Since 

ontologies are domain specific, IE also supports this idea and 

results in a powerful combination [14]. An OBIE system that, 

through a method driven by ontologies, processes unstructured 

or semi-structured NL text to extract certain information and 

presents the output using ontologies. It should be noted that 

this concept involves systems that construct ontology by 

processing natural language text [15] in addition to systems 

that recognize (and present) knowledge relevant to ontology. 

Although ontology construction is not commonly correlated 

with the IE, this can be an essential step in this process. 

Furthermore, ontology design itself extracts some knowledge 

as it defines the related domain concepts and relationships. 

Figure 1 shows the general architecture of OBIE system that 

comprehends various fields in IE. 
 

 
 

Figure 1. General architecture of OBIE system 

 

Constantin et al. [16] introduces Document Component 

Ontology (DoCO), which was designed to describe various 

aspects related to scientific and other academic content as a 

general ontological unification framework. Its primary 

objective was to enhance the interoperability and sharing of 

academic documents and related services when multiple 

storage formats are used. The structural and rhetorical basis of 

DoCO together with hybrid structures describing components 

in terms of complementary structural and rhetorical 

performance are presented in the following sections. The 

usefulness of ontology in practice is then illustrated by 

presenting diverse applications that use DoCO to annotate and 

retrieve document components from academic articles as well 

as other activities of the semantic publishing community that 

directly use or promote DoCO as a complete ontology for 

document components formulation in RDF. In this article, the 

most common components of DoCO, such as paragraphs, 

figures, tables, chapters, references, body-to-body issues and 

the like were officially described. Moreover, author described 

tools and approaches that use DoCO for different purposes, for 

example, annotation of pdf documents or the semiology of the 

components of intended academic articles. The author plans to 

add additional mapping elements, such as JATS, metadata 

elements soon. The authors are also working on the extension 

of the current implementation of pdfX to identify other purely 

rhetorical document components (e.g., methods, materials, 

experiment, data, result, evaluation, discussion). In the XML 

conversion outputs, all these components are adequately doco-

noted. The automatic converse of all structures retrieved and 

declared in the XML outputs to RDF according to DoCO and 

other relevant models will form another planned development 

for pdfX. Martínez-Romero et al. [17] developed tools that 

enable scientists to identify and dynamically develop new 

terms and sets of values in ontologies for recording their data. 

This work was incorporated into the CEDAR Workbench 

web-based platform. The resulting integrated environment 

offers a range of highly interactive interfaces for the 

production and release of ontologically rich metadata. In this 

article, the author outlines main characteristics developed by 

CEDAR that make it very simple to build web-based metadata 

acquisition forms and then enrich the forms with ontology 

concepts. Users may also set reusable field groups, known as 

elements. For instance, the fields describing a published piece 

may be grouped (e.g., author, title, year, publishing type, etc.) 

to form a publishing element that can then be reused in 

multiple templates. The Metadata Editor can be used to create 

an acquisition interface based on the form to type metadata for 
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that template after a template has already been created. 

Scientists who enter metadata using the Metadata Editor are 

prompted with drop-down lists, automatic suggestions and 

check tips in real-time which significantly decrease their error 

rate when entering and repairing metadata. The values 

specified in the templates are driven by these indicators. 

Farhat et al. [18] proposed an OBIE system approach 

allowing the automatic semantically extraction of metadata 

from a particular sub-set of IEEE LOM standards metadata. A 

LOM metadata set and a domain ontology is the input for 

system. System’s output is a set of semantic metadata in the 

form of the RDF. In the field of e-learning, seminal metadata 

research projects have little practical influence. This can partly 

be explained by the fact that it is hard and complicated for 

authors to add semi-metadata to a learning object. Moreover, 

there are already many learning objects, and it will be a 

tremendous task to enrich them with semantic metadata. Also, 

semantic metadata are not universal as they depend on domain 

ontologies that in many cases vary from community to 

community. Therefore, every time the learning object is used 

in a new context, the task must be repeated. The experiment 

results have shown that automatic generation of semantic 

metadata with existing technologies can be discussed. 

The system of services for automatic processing of 

scientific collections, which are part of digital library 

collections, is presented in Ref. [19]. These services are based 

on ontologies for the representation of scientific documents 

and methods of semantic analysis of mathematical documents. 

The tools developed automatically check the validity of 

document compliance, convert them to required formats and 

generate metadata. This method is based on an analysis of the 

document structure and its stylistic characteristics. This is why, 

two technologies have been tried: the processing and 

conversion of unstructured data in a reading form by the 

machine. The author specifies the rules for selecting blocks for 

an article to extract metadata based on characteristics. In 

particular, such features include the style of the articles (font, 

font size, selection, etc.). Some additional features allow 

improving the quality of the metadata extraction, e.g., text 

pattern (for example, the location of an "Annotation" word in 

front of an annotation block or an email-address-template-type 

record) and the block location in the text (for example, the 

document starts with the title of the article). The author shows 

many features that are used for the structural analysis of the 

collection of scientific papers that were published in the 11th 

All-Russian Congress' material on basic problems in 

theoretical and mechanical engineering. Table 1 explains the 

features, metrics, datasets, approaches and performance of the 

research articles. 

 

2.2 Classification of current OBIE systems 
 

Methods employed by the OBIE are:  

Linguistic Rules and Regular Expressions (RE) 

The basic approach behind the strategy is to define regular 

expressions (RE) capturing such information types. For 

instance, the < NP > expression (watched), where < NP > 

denotes a noun phrase, might catch movie names (represented 

by the noun phrase) in a collection of documents. By defining 

a set of rules like this, a large amount of knowledge can be 

extracted [19]. Often the set of RE is implemented using a 

sequence of finite-state automatons (FSAs).  

Classification Techniques 

Various classification methods were used in IE, for example 

Support Vector Machines (SVM) [20], decision trees and 

maximum entropy models. [20] Offers a thorough overview of 

these methods and divides them into categories as techniques 

for "supervised classification”. Sequence tagging methods 

such as Hidden Markov Models (HMM) and Conditional 

Random Fields (CRF) fall in this group. 

Analyzing HTML/XML Tags  

Use the tags of documents, OBIE and IE systems that use 

html or xml pages as input will extract those information types. 

For example, a system that is aware of tables 'html tags that 

extract information from tables that are present in html pages 

[21]. The table's first row represents attributes, and the 

remaining rows represent the values of the attributes for 

individual records or instances. XML documents will provide 

more opportunities to extract information in this way as they 

allow users to define their tags. 

Web-Based Search 

To use queries for knowledge extraction on web-based 

search engines seems like a new technique [22]. The basic 

concept behind this strategy is to use the web as a broad corpus. 

Only the ontology to be utilized for the extraction of 

information can be classified by OBIE systems. The ontology 

as an input into the system is one approach. With this approach, 

ontology can be manually built, or an ontology built off-shelf 

by others can be used. Approaches [16, 23] seem to have been 

adopted by most OBIE systems. Building an ontology from 

scratch or using an existing ontology as the basis can lead to 

ontology building. Some OBIE systems build an ontology and 

extract no instances. The ontology is updated through IE 

process by adding new classes and properties.  

An ontology consists of various components, including 

classes, properties of data type, and properties of objects 

(including taxonomic relationships), instances (objects), 

instant property values and limitation. Based on the Ontology 

Components, OBIE systems may be classified [24]. Building 

systems in ontology generally extract class information only. 

Many elements of ontology are taken from systems which 

construct an ontology and find information concerning 

instances. During the ontology construction process, it extracts 

class names, taxonomies, and type of data. 

Whilst all OBIE systems extract information from text in 

the natural language, they can have very different sources [25]. 

Some systems can handle any type of text in a natural language, 

whereas others have specific document structure requirements 

or target websites. 

 

Table 1. Summary of ontology base IE approaches 
 

Ref. Features Datasets Metric Performance 

[16] Extraction of metadata, body and references 
117 Scientific papers from Balisage 

Conference 

Precision 

Recall 
88% 

[17] Extraction of metadata Scientific Articles NA NA 

[18] Extraction of metadata IEEE LOM files 
Precision 

Recall 
85% 

[19] Extraction of title, authors and block of literature Scientific Publications NA NA 
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3. IE FROM SCHOLARLY ARTICLES 

 

Initially, scientific literature was distributed in print form. 

But from the past 30 years, due to media transition, it is 

unknown how much literature is being published online. 

However, for some common online sources, statistics are 

known. For example, DBLP database, which offers 

bibliographic information, currently contains around 3 million 

records [26]. There are 57 million documents in Scopus 

database [27], which contains publications from a much 

broader variety of disciplines than DBLP or PubMed have. 

Approximately 2.2 million new scientific articles were 

published in 2016, according to the resources [28]. The 

increased number of publications, online digital libraries and 

accessibility in scientific literature were a major cause of the 

rapid growth of numerous scientific papers. International 

association of scientific, technical, and medical editors’ 

(IASTME) report shows that publishers are increasing by 4-

5% annually. Moreover, there are around 28,100 journals in 

English since 2014 [29]. This increase in scientific content 

presents crucial challenges for researchers interested in 

determining state of the art in their field. To conduct systemic 

literature reviews (SLR), several relevant research repositories 

require first literature. Subsequently, manual analysis filters 

the acquired results. The findings from these science articles 

are consolidated after acquiring the relevant literature to 

determine the state of the art of the field. This entire process 

of SLR is essential to the scientists, as it helps to analyze the 

research gaps and establish room for innovation, though it is 

time taking. Under one of the guidelines for the SLR, it may 

take up to 1 year to conduct a quality assessment [28]. In 

addition, an SLR with single/multiple human resource/s may 

take up to 186 weeks per [30]. Many research institutions and 

scientific publishers, such as ACM, IEEE, and Springer, have 

made digital repositories available to researchers. These 

libraries tend to offer user-friendly search filters that query 

millions of research documents using metadata from scientific 

articles. Thus, the extraction of metadata from scientific 

papers will eventually help save researchers time while SLR. 

The next is to read, assess and consolidate results of acquired 

literature. From the point of view of the researcher, this entire 

process is extremely important, but time consuming, 

laborious, and complicated. A variety of attempts have also 

been made to estimate the total variety of scientific posts [31], 

or a certain subset of them [32]. For example, Björk [33] 

reported that articles published by 2006 were approximately 

1,350,000 using ISI database. Wu and Lee [34] used this 

finding and a variety of theories relating to a steady rise in the 

number of scholars, journals, and papers, and resulted at an 

estimate of more than 50 million articles ever written as of 

2009. Finally, by examining the scope of two prominent 

academic search engines, Khabsa and Giles [35] analyzed the 

number of scholarly documents in English and accessible on 

the web: Google Scholar and Microsoft Academic Search. 

According to their figures, at least 114 million documents are 

available on the internet, with as low as 27 million without 

subscription or charge. According to the study [36], the 

statistical data derived from DBLP, and PubMed indicate 

similar patterns. Sadly, keeping the track of the latest articles 

is a big challenge for the because of the large and rising 

volume of scientific literature. The above discussion shows the 

importance of IE from research papers in terms of better 

searching, indexing and disposal of right information for the 

intended users. 

4. SYSTEMS FOR STRUCTURED INFORMATION 

EXTRACTION FROM RESEARCH ARTICLES  

 

This section describes the most well-known systems for 

extracting metadata from academic papers. 

 

4.1 CiteSeerX  

 

CiteSeerX is one of the very first scientific literature search 

engines. This integrates Autonomous Citation Indexing (ACI), 

a program that indexes electronic-format scholarly literature, 

such as Postscript and PDF files. CiteSeerX relies on data 

extraction approaches to construct quotation indexes [34]. 

More specifically, CiteSeer was designed to provide a high 

degree of versatility, enabling the use of different metadata 

extraction approaches. CiteSeer implements a blackboard 

architecture [37] consisting of three key components, namely 

(i) Information Sources, (ii) a Blackboard, and (iii) a Control 

component (CC), to provide this scalable solution. The 

component Information Sources is composed of experts, 

which corresponds to modules specializing in some part of the 

problem. Such specialists are the different approaches to 

solving the knowledge extraction problem. As for the 

Blackboard, it refers to a global database that contains the 

input data, partial solutions, and other information provided by 

the experts to facilitate problem resolution. Finally, the CC 

refers to the workflow manager that creates runtime decisions 

about the direction of problem consisting more specifically of 

the experts responsible for scheduling the information sources 

selected by the CC, depending on the problem of extraction. 

Using this method, CiteSeer can be integrated with other 

frameworks specializing in the metadata extraction.  

 

4.2 ParsCit  

 

 
 

Figure 2. ParsCit architecture 

 

The ParsCit focuses on extraction and parsing of reference 

strings, i.e., the text strings in the bibliography or reference 

portion of a publication related to a previous document [38]. 

All tasks are organized as supervised procedures for ML, using 

CRF as their learning mechanism. ParsCit uses Conditional 

Random Fields to mark the reference string token sequences, 

and it is combined with heuristic processing to classify 

reference strings from an unstructured text file, and to retrieve 

the citation contexts [39]. ParsCit starts by locating the 

references in the text using a collection of heuristics that 

consists of searching by a designated reference segment (e.g., 

"References," "Bibliography,") To do so the text is iteratively 

separated into strings that are likely to be labels in the 
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reference segment. After extracting the reference portion, 

ParsCit segments it into single strings. It uses RE for 

segmentation to define the different types of reference start 

markers. Three cases were considered for the start of a guide, 

namely (i) beginning with square brackets or parenthetical 

markers (e.g., [1], (1), (ii) beginning with naked numbers (e.g., 

1), (iii) starting with naked numbers (e.g., APA style1). In the 

case that no reference markers are identified, a set heuristic is 

implemented to obtain the individual references, such as where 

individual strings start and end based on the length of previous 

lines, where strings tend to be lists of author names, and end 

punctuation as the final line of a quote usually ends with a time 

span. The CRF model is implemented after the obtainment of 

the list of individual references. It is depicted in Figure 2. 

 

4.3 ArnetMiner 

 

ArnetMiner is a program whose purpose is the extraction 

and mining of virtual academic networks [40]. The one more 

important to this work is the automated web-based extraction 

of researcher profiles, which resorts to Conditional Random 

Fields models to solve the labeling problem. This problem 

involves extracting the value of property (e.g., name, 

affiliation, homepage, telephone, research interest) from a 

personal profile (researcher), which is a non-trivial problem to 

solve as the researchers’ format differs widely between 

various websites [41]. A three-step approach, namely, 

pertinent page recognition, pre-processing and extraction is 

proposed to solve this problem [42]. The program acquires a 

list of web pages using a search engine (e.g., Google API) for 

the appropriate page identification and assigned a researcher 

name, and then identifies the homepage using a binary 

classifier such as an SVM. When this list is collected in a pre-

processing step, the text of the pages is split into tokens to 

which labels are allocated. Five types of tokens were identified, 

such as standard-word, special-word, phrase, for example, RE 

used to identify the special words. The token labeling process 

begins after the token recognition, using a CRF model. For 

example, the labeling function in the case of special word 

tokens consists of assigning each token to the classes like 

affiliation, name, address, phone. 

 

4.4 Extracting bibliographic references from patents 

 

Patrice Lopez developed a framework for the automated 

retrieval of bibliographic references in multilingual texts for 

patent documents [43]. The method of identification is 

achieved by using the Conditional Random Fields. There are 

several differences for the CRF used, and certain 

modifications, depending on whether the function is relevant 

to patent documents or academic papers, as references may 

appear in the text in patent documents, as opposed to what 

occurs in academic articles with references in a separate 

section. Those modifications refer to the set of characteristics 

used [44]. The text body of the target document (e.g., PDF) is 

extracted in a first step. The reference blocks for patents and 

non-patents are then listed in the text recurring to two separate 

CRF versions. A CRF then annotate non-patent references for 

the identification of a set of 12 classes (e.g., author, title, book 

title). Then the use of regular expression normalizes both 

patent and non-patent resulting from the annotation via CRF. 

Later, different online bibliographic databases are accessed in 

a last step to verify the resulting reference. 

 

5. APPROACHES AND MODELS FOR STRUCTURED 

IE FROM RESEARCH ARTICLES 

 

Several scholars have contributed to IE domain over the 

decades [2]. Scientific literature uses various machine learning 

(ML) and NLP approaches to retrieve metadata. ML and Rule-

based provide some of the commonly used methods. Among 

the techniques used in ML are HMM, SVM and CRF. 

Following section outlines working method of each technique. 

 

5.1 Rule-based approaches 

 

It refers to a system which relies on predefined instructions 

to retrieve desired data. Several researchers have employed 

rule-based methods focused on text structure & formats in the 

sense of metadata extraction. Such as title, abstract, keywords, 

authors name and affiliation, acknowledgement, funding 

information and reference section. Research published in Ref. 

[45] uses rules which are based on textual and geometrical 

characteristics. It highlighted the extraction of the entities from 

an article's metadata: abstract-body, abstract-heading, 

affiliation, profile, title, highlight keyword-body, keyword-

heading, page number, membership, pseudo-coding, publish-

info, reader-service, synopsis, and text-body. They used a 

valid rule-base on multiple realms. Research suggests that they 

have reasonable effects when rules are used along with fuzzy 

matches. All pdf documents and metadata extracted were 

indexed and stored at the end of the process. In the framework, 

six different metadata (title, abstract, keywords, body text, 

conclusion, and references) from one pdf file are extracted in 

3-5 seconds. These metadata are the most common in the IE 

systems from scientific articles and useful for the indexing, 

classifying, tagging, and searching the document. In total, 15-

20 pdf files are extracted and stored per minute by the 

framework. The extraction speed is 9-10 times faster than the 

current packages for metadata extraction. The overall accuracy 

for scientific paper is 97.71% whereas the accuracy of the 

metadata extraction for the title is 91.21%. For abstract the 

accuracy of the results is 98.13%, for the keyword or index 

terms 92.53%, for body-text is 99.37%. Tuarob et al. [46] Use 

a set of RE to extract metadata, along with section headings 

(Title, Author Details, and Abstract). There are three subtasks 

to the problem: The 1) section headers, 2) standard section 

recognition (i.e., abstract, initiation) and 3) section hierarchy. 

Authors used the RE in the standard sections which record 

lexical patterns. It was demonstrated that a set of simple 

heuristics to capture sub-section relationship can be used 

effectively for your final task. This paper uses two datasets. 

The first collection of data contains 100 academic documents 

manually chosen for various types of publications from the 

CiteseerX repository. A second dataset contains 117 randomly 

selected PDF documents from the repository having diverse 

academic documents, specifically conference papers, 

newspapers, theses, and academic articles. In the Section 

Boundary Detection, algorithms achieve an F-score of 92.38%, 

standard Section Recognition accuracy of 96%, and accuracy 

of 95.51% for section positioning. Rizvi et al. [47] presents a 

new system for the IE from documents of user-related table 

information. The system presented uses rules which are 

interspersed with regular, generic expressions and can be 

applied to any documents irrespective of their nature. It is 

robust and can deal with different layouts of documents. The 

system has two main modules: table detection and ontology. 

All tables from a given document are extracted by the 
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detection module while only relevant tables from all detected 

tables are extracted from the second module. The generalized 

use of ontologies allows the system to adapt itself according to 

a new group of documents from any other field. The system 

was assessed on 80 actual technical documents containing 

2033 tablets from 20 different industrial brands. Evaluation 

shows a precision of 0.88, 1 and 0.93 in accuracy, retrieval, 

and F score as given in Table 2. 

Casali et al. [48] proposes a system architecture that assists 

the institutional repositories manager within a limited website 

in the collection of Spanish and English text documents. 

Acceptable documents can therefore be detected to be 

uploaded to the repository. The metadata for which the author 

publishes the document are also automatically extracted, in 

accordance with certain regulations, such as titles, classes, 

writers, languages, keywords and the relevant contact data. 

Email and authors' affiliation of the document to be uploaded 

will be contact data. The task of collecting information is 

becoming increasingly complex because of the large increase 

in the Web and the heterogeneity of its pages. The information 

collection system is responsible for the collection of data in 

well-defined collections. The collection should be restricted to 

specific domains to extract relevant information. Clark and 

Divvala [49] suggested a rule-based approach to analyze a 

page structure by detecting body text chunks and identifying 

the areas that figures or tables could lie within the text by 

reasoning about the empty regions. This method can extract a 

wide range of figures if they are different from the main article 

text, as they do not make strong assumptions regarding the 

format of the figures in the document. The algorithm also 

shows a corresponding sub-part that works even if individual 

subtitles are adjacent to multiple figures. It also contains 

procedures to leverage specific assumptions of consistency 

and format for identifying the titles, text, and subtitles of each 

article. It presents a new dataset of 150 informatics papers with 

basic labels for the location of the figures, tables, and subtitles. 

When tested against this data set, algorithm achieves 96% 

accuracy, which exceeds the prior art. To allow future research, 

we publish our dataset, code, and scripts for evaluation on our 

project site.  

According to Ahmad et al. [50], paper introduces a 

comprehensive approach for obtaining components of 

information in PDF format from CEUR Workshop research 

papers. The proposed framework uses strong technologies 

translated to XML and designed rules from plain text formats. 

The in-depth study has described different circumstances in 

which the XML document or plain text database can help to 

retrieve the structured information required more accurately. 

The extracted information includes authors, affiliation & 

address, first level text headings, table and figure captions, 

funding statement and project information. The method cannot 

work in certain traditional cases because of limitations of the 

designed rules developed for the CEUR dataset. Two datasets 

from the ESWC challenge are chosen for experimental 

analysis. The first preparation dataset consists of 45 research 

articles, while the second evaluation dataset contains 40 

research papers. The RDF contains 2,488 triples and 1,815, 

respectively, for each preparation and evaluation dataset. In 

both datasets, the execution of eight intended queries against 

each study paper produces 360 and 320 (CSV extension) files, 

respectively. The generated CSV files are analyzed with the 

gold standard dataset using evaluation tool. In the ESWC 

challenge website, the gold standard dataset and validation 

tool are available. The overall F-score for both datasets is 

78.3%.  

The study [51] focuses on developing ontology describing 

paper metadata, resources cited, metadata extraction 

procedures by named entities. Developing tool crawling PDF 

papers using methods of metadata extraction, publishing 

results as Linked Open Data. Finally, developing a metadata 

library and PDF full text of papers for the extraction of context 

information. That uses RE based on the style attributes of the 

HTML page, NLP, acronym resolution heuristics and the 

extraction of named entities. Further work involves improving 

the extraction procedures for named entities.  

The study in Ref. [52] presents a preliminary basic model 

work to extract metadata from the cover pages of the scanned 

theses and dissertations (ETDs). The process started by 

converting scanned pages into images and then using OCR 

tools to create text files. A series of carefully crafted RE is 

used for each field, capturing patterns in seven fields of 

metadata: titles, authors, years, graduates, academic programs, 

institutions, and consultants. The method is evaluated with a 

dataset of basic truth consisting of corrected metadata from 

Virginia Tech and MIT libraries. In the area of ETD text files 

our heuristic procedure achieves up to 97% accuracy. The 

approach offers a strong foundation of ML. This is the first 

work to extract metadata from non-born digital ETDs to our 

best knowledge. Summary of rule-based approaches is 

provided in Table 3. 

 

Table 2. Comparison of various approaches 

 
Datasets Precision Recall F-score 

[45] 0.97 0.85 0.90 

[46] 0.95 0.96 0.92 

[47] 0.88 0.95 0.93 

[49] 0.96 0.89 0.90 

[50] 0.77 0.76 0.77 

[52] 0.97 0.91 0.92 

 

Table 3. Summary of rule-based (RE) approaches 

 

Ref Nature of text Datasets Metric 

[45] 

Title, abstract, 

keywords, page# and 

body text 

Different open 

access computer 

science journals 

P, R, F 

[46] 
Title, author details, 

abstract, headers 

CiteSeer X 

repository 
P, R, F 

[47] Tables with caption Industrial reports P, R, F 

[48] 
Title, author details and 

affiliations 

Educational digital 

libraries 
P, R, F 

[49] 
Tables and figures with 

caption 

150 computer 

science papers 
P, R, F 

[50] 

Title, abstract, caption 

of figures and tables, 

headings, references 

ESWC datasets P, R, F 

[51] 
Title, author details and 

full text body 
ESWC datasets P, R, F 

[52] 
Title, authors, years, 

graduates, institutions. 

Virginia Tech 

Thesis and MIT 

libraries 

P, R, F 

 

5.2 Machine-learning based approaches 

 

This section contains the review and evaluation of ML 

based approaches in the IE from published articles. 
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5.2.1 Hidden Markov model (HMM) 

HMM has good analytical grounds that are basically robust 

and successful to build. The main downside is their 

dependency on the training details. It is widely used in many 

areas like NLP, pattern matching etc. HMM can be described 

in such a way. 

λ = (A, B, π), is simplified notation for an HMM. Other 

notation is used in Hidden Markov Models: 

A = state transition probabilities (aij) 

B = observation probability matrix (bj(k))  

N = number of states in the model {1, 2, …, N} or the state 

at time t→st 

M = number of distinct observation symbols per state 

Q = {q0, q1, …, qN-1} = distinct states of the Markov process 

T = length of the observation sequence 

V = {0, 1, ..., M-1} = set of possible observations 

O = (O0, O1, ..., OT-1) = observation sequence 

π = initial state distribution (πi) 

s = state or state sequence (s1, s2, ..., sn) 

xk = hidden state 

zk = observation 

Three types of problems can be solved by the HMM, namely, 

evaluation problems, decoding problems and learning/ 

optimization problems. 

Prasad et al. [53] used the HMM for parsing of reference 

strings together with profound learning. The architecture 

makes it possible to induct features that are tuned to the 

parsing of the reference strings. In comparison with 

constructed and dictionary features, the author demonstrates 

the superiority of abstract numerical representations of the 

word learned from unlabelled data. They have been exploring 

a unified way in multilingual datasets to translate the reference 

string into English, to scan it using the technique proposed and 

to propagate it into the original string. The report emphasizes 

the importance of using HMM layer to increase model 

robustness and achieve the same performance with state-of-

the-art hand-crafted systems. In all, the model proposed, which 

has already been accepted as a strong foundation of this task, 

has significant F-Score gains over the existing systems.  

In Ref. [54], Trigram HMMs are used to derive metadata 

from citations. To develop the model, a minimum of twenty 

features are used as vocabulary. These features include period, 

comma, letter of capital, all numbers. The research describing 

bigrams for network training used a self-created test dataset 

composed of 713 citation strings from 250 scientific papers. 

 

5.2.2 Conditional random fields (CRF) 

CRF is a mathematical model having the capacity to 

incorporate neighborhood effect. A study [55] presents a 

metadata extraction framework that includes the identification 

of the header along with the references in English and Persian. 

Model CRF was used in the extraction of header and reference 

metadata. By defining various features, this model may be 

modified. In a set of 100 science documents from various 

Iranian journals, the method proposed has been tested. This 

model has greater precision than other models than Markov in 

text tagging. The model is based on statistics, on the other hand. 

Extracting metadata from papers of different layouts and styles, 

while using statistics, produces better results than rules. The 

use of this model is therefore a good solution. The proposed 

method was assessed by the measure F. For each token, the 

measure F is calculated. For metadata, Persian references, and 

English references respectively, an Average F-score is 96.89%, 

93.87% and 94.75% was observed.  

Ramesh et al. [56] proposed an automated approach for the 

identification, using the sequence of multiple CRF models that 

build on the prediction of each model, of sections and their 

labels including the metadata (title, name, and association of 

authors), referred metadata and citation. An XML was then 

generated and transformed into an RDF document to build a 

knowledge base. They have shown that assessment values 

after the challenge comparable to those of the SemPub-2016 

model matching approaches, thus highlighting the value of 

integrating ML and NLP techniques. Author trained on 146 

CEUR-WS workshop documents. System yielded an F-

measure of 0.612 on average with precision and recall as 0.629 

and 0.62, respectively).  

Study in Ref. [57] proposed a new method to extract 

bibliographic information from heterogeneous references 

using the CRF, such as author name, title, year of publication, 

volume, edition, and journal name. The model of the CRF was 

selected because the fields in the reference list are often 

sequentially listed and have patterns. CRF is a statistical model 

for the prediction of sequential and structured labels by 

considering the next-to-neighbour samples. Their structure 

was initially normalized with its different patterned field 

relations to extract bibliographical data from a reference list. 

In addition, several features, including punctuation, number, 

capital letter, word length, person/procedure dictionaries, and 

indication words were used to boost the CRF classifier. Finally, 

the accuracy of the proposed model was measured as 97.10% 

by analysis of 1415 heterogeneous references cited in 

academic papers published in Korea. In the citation extraction 

pipeline the extraction of single reference strings from the 

scientific publications reference section is an important step.  

Körner [58] divided this task into two steps using the CRF 

technique by first detecting the reference areas and then 

grouping the lines into reference strings within such a field. 

They propose an EXCITE classification model which 

considers every line as a potentially part of a reference string 

in the article. When using random lines instead of constructing 

the graphic model based on the individual words, dependences, 

and patterns typical for referrals, the overall complexity of the 

model is reduced. Anzaroot and McCallum [59] and Vilnis et 

al. [60] demonstrate many articles that focus on developing the 

underlying CRF models to expand the scope of global contexts. 

These studies discuss citation extraction as a UMASS dataset 

method for enhanced CRF models.  

Rahnama et al. [61] introduced two layers of the CRF model. 

The first page of the review document is considered in the 

study as it includes potential details about metadata headers. 

The first layer describes wider components which can include 

information regarding metadata from the document content. 

The header, author, description, body, and footnote details are 

the components. Since the body class does not contain useful 

data for extracting metadata features, it is not processed any 

further, but it processes header and author. On the other side, 

as footnotes usually contain information about publishers, 

conference information, and additional information about 

authors which may contain email and writers' relationship. For 

header, author, and footnote content, therefore, a second layer 

of CRF was created. This extra layer permits extracting the 

real metadata and defining roles in the segment. Results are 

tested on 100 articles, while dataset and respective corpus are 

freely available on GitHub.  

Another study [62] focused on the enhancement of standard 

CRF efficiency through the implementation of semi-CRF 

higher-order principles. The transformation between chains of 
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variable length sequences can be modelled by these models, 

thereby giving them greater control than standard linear chain 

CRFs. The measurements are conducted using ParsCit dataset 

semi-Markov CRFs with linear-chain CRFs as baseline and 

first order, second order, and third order. CRF already offers 

state-of-the-art outcomes in metadata processing activities. 

These models often struggle with HMM constraints. 

If we contrast the HMM and CRF models, HMM is based 

on Bayes rule, while CRF is based on maximum entropy rule. 

Further here are advantages and disadvantages.  

Advantage compared to HMM: Since CRF does not have as 

strict independence assumptions as HMM does, it can 

accommodate any context information. Its feature design is 

flexible.  

Disadvantage: CRF is highly computationally complex at 

the training stage of the algorithm. It makes it very difficult to 

re-train the model when newer data becomes available.  

 

5.2.3 Support vector machines (SVM) 

SVM is another method to extract metadata. This is widely 

used for regression and classification. Cost function can be 

expressed as Equation: 

 

0,  if * ( ) 1
( , , ( ))

1 * ( ),  else 

y f x
c x y f x

y f x


= 

−
 

 

The cost is 0 if the predicted value and the actual value are 

of the same sign. If they are not, we then calculate the loss 

value. 

In Ref. [63], SVM technique was used to develop and 

implement an accurate automatic algorithm to extract rich 

metadata directly from a PDF article. The algorithm takes a 

single publication, analyses, and releases a structured 

machine-readable metadata file including title, abstract, 

keywords, author's full names and e-mail addresses, journal 

name, volume, issue, pages of the publication and year. The 

algorithm designed as a universal solution to handle diverse 

nature of documents. This was achieved by using supervised 

and unsupervised ML algorithms trained on large numbers of 

data sets and resulting in an increased system performance and 

adaptability to new documents. Heuristics were also 

accompanied by ML solutions. This approach has proven to be 

good in practice even in contrast to simple ML based 

approaches (Table 4). 

 

Table 4. Accuracies against datasets of different papers of IE 

 

Datasets Precision Recall F-score 

[53] 0.96 0.89 0.90 

[54] 0.77 0.76 0.77 

[55] 0.97 0.91 0.92 

 

It requires checking on a variety of classifiers including 

Decision Tree (DT), K-Nearest Neighbor (kNN), Naïve Bayes 

(NB) and SVM. This means that the best results are obtained 

where five different SVM classifiers are used, each classifier 

is used to classify one category. This resulted in an F-score 

calculation of over 85% for all categories except keywords. An 

overview of the literature reviewed on the extraction of 

metadata from scientific publications is given in Table 5. 

Moreover, it enlists summary of ML approaches with the 

precision, recall and F-measure (P, R, F) accordingly. 

 

Table 5. Summary of ML based approaches 

 

Ref. Approach Features Datasets Metric 

[53] HMMs 
References and 

its metadata 

Multilingual 

Scientific 

Papers 

P, R, F 

[54] 
Trigram 

HMM 

Metadata from 

citation 

713 citation 

strings from 

250 papers 

P, R, F 

[55] CRF 

Header and 

references 

metadata 

Scientific 

documents 

from Iranian 

journals 

P, R, F 

[56] CRF 

Title, author 

details & its 

affiliations and 

citation 

CEUR-WS 

scientific 

Documents 

P, R, F 

[57] CRF 
Metadata from 

references 

Academic 

papers 

published in 

Korea 

P, R, F 

[58] CRF Citation 
EXCITE 

dataset 
P, R, F 

[60] CRF Citation 
UMASS 

Dataset 
P, R, F 

[61] CRF 
Header and 

footer metadata 
Github Corpus P, R, F 

[62] 
CRF, 

HMM 

Metadata from 

references 

ParsCit 

Dataset 
P, R, F 

[63] 
SVM, 

CRF 

Title, author 

details, 

Abstract, 

Keywords and 

metadata of 

references 

Citeseer-X and 

Mendely 

dataset 

P, R, F 

[20] SVM 
Figures with 

captions 

Arabic book 

page 
P, R, F 

 

Study in Ref. [20] described the LABA system for logically 

analyzing scanned Arabic book pages, based on multiple SVM. 

The function of a text area can be detected by analyzing 

different image characteristics and by extracting the figures, 

title, and quotation from the documents. SVM has been used 

this research in many ways. If all fields are defined by a single 

classifier, and several classifiers are used to classify each type, 

then the results are compared. 

 

5.3 Other hybrid approaches 

 

There are several studies that either use hybrid approach to 

retrieve metadata, or use other approaches not mentioned in 

the sections above. In Ref. [64] for automatic metadata 

extraction, authors suggest the use of formatting templates. 

The pure texts and their related formatting information 

including line height, font type and size are recognized in 

parallel for direct metadata recognition. In contrast to the 

optical character recognition (OCR)-based methods, authors 

use the open source PDFBox and compare the proposed 

PAXAT system for well-known metadata extraction 

approaches, namely, arXiv, ACM, ACL, and other publicly 

accessible and institutionally subscribed outlets. Title, author 

names, affiliations and matching accuracies were 0.9798, 

0.9425, 0.9298, and 0.9109, respectively. The extraction 

results for the 9,992 articles (excluding the 185 journal papers 

with partial experiment results) are shown in Table 6. From 

title to author-affiliation matching, the precision decreases 
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because this method provides optimum specificity for title, 

which has less formatting variety in most academic documents.  

 

Table 6. Accuracies against datasets of different papers 

 

Datasets Precision Recall F-score 

[64] 0.96 0.89 0.90 

[65] 0.77 0.76 0.77 

[66] 0.97 0.91 0.92 

 

Tkaczyk et al. [65] introduces CERMINE, a born-digital 

system for extracting both metadata and bibliography from 

scientific papers. Automated extraction tools from CERMINE 

support several operations, such as smart scanning, 

recognition of related papers, development of citation and 

authoring networks. The modular architecture and the 

application of supervised and unsupervised techniques of ML 

make it flexible and easy to adapt to modern document formats. 

The evaluation against a large and complicated dataset shows 

good results for the key measures and the whole extraction 

workflow and outperforms similar IE schemes. In Ref. [66], 

the approach employs an AI method, case-based reasoning 

(CBR), based on the notion that similar problems have similar 

solutions. CBR is the paradigm for problem solving that 

resolves new problems based on solutions to similar past 

issues. Each case is contextualized and has a problem 

description part which can be represented in either vector, 

structured or text representations and the solution part. In this 

case, the previous cases are saved in a case base. The key steps 

consist of CBR: checking, reuse and retaining. Method learns 

and stores tag sequence in a case base from each test. If a new 

tag sequence needs to be classified, the system checks its case 

base to see if a similar tag was experienced before, otherwise, 

a new case was added using the proposed algorithm. Study in 

Ref. [63] illustrate the process of extracting entities from 

Elsevier database quotations from the texts including 

unstructured text files, sentence classification and extraction. 

The process extracts authors name(s). Chenet [67] Illustrates 

excerpts from non-structured texts. To obtain the correct 

documents mentioned in the unstructured text an end-to-end 

process carried out, starting from raw data, and finishing off 

with correct extraction of entities. Metadata extraction from 

academic papers is useful for several applications. Liu et al. 

[68] introduced the deep learning networks in many fields such 

as computer vision (CV), and NLP using deep learning. First, 

a deep learning network was used to shape the image 

information and the text information of headings, which allow 

to extract metadata with little loss of information. Two typical 

tasks are done: object detection in the CV field, and NLP 

sequence marking. Finally, the two networks created by the 

two tasks are combined to give extraction results. Ahmed and 

Afzal [69] Proposed an IE scheme for publishers with diverse 

styles of logical structures for articles aka FLAG-PDFe to 

extract unique metadata from a research paper placed. The 

approach builds on separate and generic features based on 

textual and geometrical information from the raw materials of 

research papers. Different physical layout components of an 

article are identified by the separate features in the first step. 

Since journals follow unique formats of publishing and layout, 

they develop generic features to deal with these diversified 

patterns. SVM was used in the third phase, to learn and extract 

Logical Layout Structure (LLS) from article. The study results 

are achieved through the gold standard data set. The results 

show 0.877 recall, 0.928 precision and 0.897 F-score. 

Compared to the best approach in ESWC challenge, the 

approach achieved 16% f-score gain. In Ref. [70], it is stated 

that websites, articles, and other documents cannot neglect the 

tables while searching. There is a vast and rich literature that 

outlines different aspects of the identification, extraction, 

discovery, classification, and annotation of the tables. Author 

outlined the shortcomings of existing techniques and address 

them appropriately. Zhou et al. [71] used data sets named as 

SEYMORE which contain 935 headers and OURS with 75000 

headers for sentence similarity. Results show metadata 

removal system performs far better than other systems. 

Metadata and content must be annotated to extract the content 

of a document automatically in a structured manner. Per [72] 

evaluation, the best performing out-of-the-box tool is 

GROBID, followed by CERMINE and ParsCit, respectively. 

Several book-search engines are available [73-75] that 

mainly rely on IE approaches for better searching and indexing 

of books in digital libraries [76-80]. A summary of related 

literature review of hybrid approaches and related work, a 

taxonomy of similar approaches is provided in Table 7.  

 

Table 7. Summary of hybrid approaches 

 

Ref. Approach Features Datasets Metric 

[64] 
OCR, 

PAXAT 

Authors details 

and affiliations 

Arvix, ACM, 

ACL 

journals 

P,R,F 

[65] 
CERMINE, 

ML 

Header 

metadata and 

reference 

metadata 

 P,R,F 

[66] CBR Paper metadata  P,R, F 

[67] 
Text 

features 

Author details 

and its 

affiliations 

Elsevier 

Database 
P, R, F 

[71] 
DL, NLP, 

CV 

Extraction of 

header 

metadata of 

papers 

SEYMORE 

and OURS 
P, R, F 

[69] 
FLAG-

PDFe, LLS 

Title, abstract, 

headings, 

references and 

caption of 

figures and 

tables 

ESWC 

datasets 
P, R, F 

[70] 
Text 

features 

Tables with 

captions 
 P, R, F 

 

It is observed that hybrid techniques are way better than 

their simple counterparts in terms of not only the metrics like 

F-score, precision and recall but in terms of the coverage and 

managing many unseen document formats. This is mainly 

because in the hybrid techniques people employ the best 

combinations of the schemes where each is playing a role in 

the IE in its own way. For instance, one scheme is good at 

extracting title but no other metadata, other is good at 

extracting authors and details but no other metadata, third is 

good at references but no other metadata. Combining the three 

can be good at extracting title, authors details as well as the 

references which was not possible individually. 

 

 

6. INFORMATION EXTRACTION TOOLS 

 

IE refers to extracting metadata that can be read by a 

machine, such as author names, title, abstract, keywords and 
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references. Several approaches, including RE, RBS, ML, 

SVM, HMM, and CRF etc. have been proposed to this 

problem develop many open-source metadata parsers and tools. 

That include Anystyle-Parser, Biblio, Cérmin, Citation, 

GROBID, ParsCit, PDFSSA4MET, Science Parse and 

Citation Tagger. Several approaches have also been proposed 

[81-90]. Table 8 enlists resources along with their primary 

algorithm and links.  

 

Table 8. Summary of metadata tools for IE 

 
Name Approach Extracted Fields 

Anystyle-

Parser 
CRF 

authors, booktitle, date, DOI, 

edition, editor, genre, ISBN, 

journal, location, pages, 

publisher, title, URL, volume 

Biblio RE 

authors, date, editor, genre, issue, 

pages, publisher, title, volume, 

year 

BibPro 
Template 

Matching 

authors, editor, institution, issue, 

journal, pages, volume, year 

CERMINE CRF 
authors, DOI, issue, pages, title, 

volume, year 

Citation RE authors, title, URL, year 

Citation-

Parser 
RE 

authors, booktitle, issue, journal, 

pages, publisher, title, volume, 

year 

Free_Cite CRF 

authors, booktitle, date, editor, 

institution, journal, location, 

pages, publisher, title, volume 

GROBID CRF 

authors, date, editor, issue, 

journal, organization, pages, title, 

volume 

Neural-

ParsCit 
LSTM 

authors, booktitle, date, editor, 

institution, journal, issue, 

location, pages, publisher, volume 

Pars-Cit CRF 

authors, booktitle, date, editor, 

institution, journal, issue, 

location, pages, publisher, volume 

PDFSSA 4 

MET 
RE pages, title, volume, year 

Reference 

Tagger 
CRF 

authors, issue, journal, pages, 

title, volume, year 

Science 

Parse 
CRF author title, volume, year, journal 

 

 

7. CONCLUSIONS 

 

This study is dedicated to review and evaluate various IE 

techniques, approaches, and tools in the literature. Detailed 

overview is summarized in the form of tables about the IE 

from scientific publications. The area of reference in table 

header reflects the respective analysis of research. Type field 

reflects what sort of information is being extracted i.e., either 

research performs extraction of metadata from headers or 

extraction of sections from the body or the extraction of 

acknowledgement and references. Format refers to the input 

format needed for further processing e.g., by the proposed 

methodology like doc, plain text, XML. Improvement refers 

to major identifying contribution or features that improve 

efficiency introduced into the report. The dataset refers to the 

name of the dataset used for measurement purposes. Lastly, 

Metric reflects measure(s) of assessment added respectively to 

performance outcomes. Below, in the Metrics column: A, P, 

R, and F, precision, accuracy, recall and F1-score are 

expressed, respectively. It is evident in the light of Table 5 that 

most studies use CRF for the extraction of metadata. In CRF, 

HMM of the highest order are generated to catch the 

possibility of different segments having variable lengths. 

Other enhancements include smoothing methods, better error 

functions and optimization algorithms. In IE, among the key 

problem in logical extraction of structural information 

especially in the presence of errors that occur during the 

conversion process since various libraries result in errors and 

affect IE performance. Nevertheless, for all studies dealing 

with PDF format it is a critical component. On the other hand, 

studies using OCR to define visual format blocks appear to 

work very well, and typically exploit knowledge about layout 

and font style to boost performance. There are now a variety 

of open-source platforms which help extract this knowledge 

from scientific articles automatically. Such systems are 

currently suffering mainly due to format conversion with the 

layout and formatting problems. Recent comparative study 

[72] shows that GROBID, CERMINE and ParsCit pose best 

results among the various open-source extractors. In future, 

the schemes involving deep learning models and other hybrid 

intelligent approaches such as federated learning and transfer 

learning [91-100] can be anticipated more successful and 

worthy to explore for the IE from published scholarly articles 

of diverse nature.  
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