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5. MODELING

U={(ID,x,y)|ID is unique, min<=x<=max, min<=x<=max },
where min and max are the least and greatest coordinate value
within the deployment respectively. It is the universal set of all
nodes.

A={(ID,x,y)|ID is unique, min<=x<=max, min<=x<=max },
where min and max are the least and greatest coordinate value
within the deployment respectively. It is the set of all nodes
that have recorded an attack.

B=={(ID,x,y)|ID is unique, min<=x<=max,
min<=x<=max }, where min and max are the least and greatest
coordinate value within the deployment respectively. It is the
set of nodes neighboring elements from the set A. These are
selected such that they are enclosing the region occupied by
elements of set A.

Graphical representation of the problem’s model is as in
Figure 2. Red colored circles are the nodes that have sensed
and reported attacks. Region shaded pink is therefore the area
under attack. Nodes on the periphery shown as blue circles are
the nodes on the boundary. Blue colored lines connecting blue
circles form the outer boundary of the area under intrusion or
attack. Immediate neighboring nodes on the outside of this
blue colored region shown in the figure as green colored
circles are the destination nodes identified. Green lines
connecting these nodes form the region intended for counter
attack action to be initiated. Aim of the algorithm id to
determine shortest routes to nodes in this selection.
Additionally, computation of area under attack contributes to
managing the magnitude of counter action required.

Figure 2. Layout of military surveillance and reconnaissance
deployment showing attack, boundary and shortest paths to
points of strategic attack
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Input to the algorithm is a connected graph with positive
edge costs. Let G be the graph input which is a triplet (V, E,
W) where V is the set of vertices, E is the set of pairs of
vertices representing directed edges. |V|=n, the number of
nodes in the deployment. |E|= m is the number of edges. Wi is
an edge cost of an edge belonging to the set E such that
Wi=(u,v) where u and v are vertices in the set V. S, a vertex
belonging to V is the source and a set T is a set of points Ti on
the boundary of the area under attack, the set of destinations.
T is a proper subset of V. Weight or cost of a feasible path is
the sum of individual weights of edges selected to form the
path. Wpath(s,ti) is the weight of the path from source s to a
certain destination ti. Wpath(s,ti)= j=1|path(s,ti)|Wej.

Minimum path however is the minimum of all feasible paths
from S to ti. The algorithm we have designed, the shortest
route is determined from a source node to the nodes on the
boundary of the area under attack. Source is a point of strategic
advantage. Instead of treating the problem as a single source
multiple destination shortest path problem directly, we
identify the nearest destination node out of the set of
destinations first. This identified node is assigned as the new
source and the rest of the nodes on the boundary are made
multiple destinations. Before the algorithm iterates, for every
destination node its adjacent nodes are identified and
corresponding edge costs are reduced by the minimum of all
edge costs. This procedure makes the cost of reaching the
destination O from the nearest neighbor.

Algorithm: selectiveresourceuse (A, U, B, E)

Inputs: U the universal set of all sensor nodes, their location
coordinates, A is the set of nodes on the boundary of area
under attack, B is the source, E is the set of edges

Output: an array of node IDs selected to continue
monitoring

1. Create L1[][],.L2[]1[,L3[]
2. while(JA[>0)
3. ad<-0
4. Forallvin (A-a) do
5. min<-+oo
6. Forall (x,Ai) in Edo
7. If w(x,Ai)<min then
8. min<-w(x,Ai)
9. Endif
End for
. Forall (x,Ai) in E do
. WX AD<-w(x,Ai)-min
Ak<-Ak union x



14,
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
217.

End for

For i<-0;i<|A[;i++
path[i]<-singlesourcesingledestination(U,B,A)
a<-min(pathli])

For all vin (A-a)

v.d<-+oo

v.pre<-NULL

v.tag<-0

End for

area<-0

For all v(x,y) in A
area<-area+(yl+y2)/2)*(x2-x1)

If Ak==a return O else

Repeat finding shortest route using (Ak, U, a, E)

6. IMPLEMENTATION AND RESULTS

Simulation experiments are performed on Matlab R2021a
running on Intel® Core™ i3-6006 CPU @ 2.00GHz 1.99GHz
with 4.00 GB RAM. Test bed layout is a grid as shown in
Figure 1. Area of the grid is 100X100 units. Each square unit
is of 20X20 units and they are identified as unit cells. Each
unit cell is under the surveillance of one high power node
identified also as the grid head. High power nodes are
represented as the red colored circle in Figure 2. The sky blue
colored nodes are also high power nodes but not grid heads.
The dark blue colored nodes are low power nodes whose
responsibility is limited to monitor physical parameters. The
screenshot in the figure is showing an output of one of the
many simulations. Green colored circles represent the
boundary nodes enclosing every node that has detected attack.
Figure 3 is showing the nodes on the periphery of the area
under attack in green. Shortest path is discovered to reach
nodes along this outer boundary connected to a chosen point
of strategic advantage. The graph in Figure 4 is showing the
marked reduction in the number of nodes employed in
monitoring the area under attack. Number of nodes involved
in intelligent monitoring is constantly less than the number of
nodes employed to monitor the same area without the
application of deployment and situation aware intelligence.
Figure 5 presents the results of comparison experiments
showing the number of active nodes involved in surveillance
with and without intelligent node management.
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Figure 3. Test bed grid deployment showing area under
attack
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Graph showing number of active sensor nodes
600
500
400
300
200
100

attack

1 2 3 4 5

Simulation run

umber of sensor nodes monitoring

|N
<

1ber of nodes monitoring attack

Number of nodes monitoring attack using situation aware intelligence algorithm
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with and without application of the proposed selective
resource use algorithm
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Figure 5. Graph comparing number of active nodes involved
in surveillance without intelligent node management and
number of nodes involved in surveillance with intelligent

node management

7. CONCLUSION

WSN when applied to large area surveillance evolves into
an intelligent pervasive surveillance framework. They are self-
organizing, expansive and ever active. Constant surveillance
implies huge volume of data, redundant transmissions and
unnecessary use of infrastructure in gaining the same data.
With increased pervasiveness comes lower efficiency.
Challenge is to maintain pervasive surveillance while
maintaining efficiency. This dual purpose can be achieved by
adding intelligence to the framework. Sensor information must
aid in sensor management. Coordination of sensors, optimal
use of sensors are possible if logical rules are incorporated in
node management. Earlier studies in this domain do not use
the sensor data to make framework management decisions.
Intelligence gathered is not utilized in selective sensor use.
These two are the contributions of the proposed algorithm.
Due to the inherent quality of the intelligence added by the
proposed algorithm, redundant use of every sensor node in the
deployment is avoided. Strategic use of required subset of
nodes improve the overall life of the sensor infrastructure.
Limitation of our study is that we have not made a study of
direct impact of the proposed algorithm on control message
communication. Logically reduction of such messages is also
an indirect impact of situation aware algorithms. We wish to
study that impact in the future.
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