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While analyzing the data, it is crucial to choose the model that best matches the 

circumstance. Many experts in the field of classification and regression have proposed 

ensemble strategies for tabular data, as well as various approaches to classification and 

regression problems. In this paper, Gini Index is applied on raw geographical dataset to 

convert continuous data into discrete dataset. Decision tree algorithm is implemented on 

resultant discrete dataset, Information Gain is calculated for every attribute and the attribute 

with highest information gain is the splitting node, applied recursively. Decision tree 

algorithm implemented predicts the rainfall in Kashmir province with the accuracy of 

81.5%. MDL pruning is applied on the resultant decision tree in order to reduce the size & 

complexity of the Decision tree. Pruning removes segments of the tree that contribute little 

towards classification; the accuracy is marginally reduced to 81.1%. Furthermore, after the 

implementation of Decision tree a boosting algorithm: gradient boosting has been 

implemented on the same set of data using decision tree as a base estimator. It was observed 

that the overall accuracy of the decision tree got increased to 87.5% after the 

implementation of gradient boosting model. Thus, the obtained results predict that gradient 

boosted-DT outperforms all other approaches with the highest accuracy measure and high 

susceptibility rate in rainfall prediction. 
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1. INTRODUCTION

Machine learning is learning from data, accordingly 

machine learning is design and implementation of models of 

data, mostly mathematical. Once the models have been trained 

and tested on existing datasets, these models are used to make 

predictions on new datasets. Machine learning is broadly 

classified into supervised and unsupervised learning. 

Supervised learning is determining relationship between 

features of data with its associated label, once this relationship 

is established, we have model in place, and the resultant model 

is applied to predict label/s of new datasets. Supervised 

learning is of two types, classification and regression [1, 2]. 

Classification is two-step mechanism, learning phase-which 

results in classification model and classification phase-where 

model is applied to make prediction. Classification has 

numerous applications in our day-to-day life; this includes 

medical science, academics, automobile industry, geography 

etc. Decision tree classifier is one of the most popular 

classifiers [3, 4]. 

1.1 Decision tree 

ID3 known as C4.5, and this continues to be benchmark 

algorithm till date. In mid-1980’s Classification and 

Regression Tree (CART) algorithm was proposed by L. 

Breiman and other, CART describes generation of binary tree. 

ID3, C4.5 and CART construct decision tree using recursive 

divide and conquer method. The implementation of decision 

tree requires training dataset (tuples with labels), which is 

recursively partitioned into smaller subsets till no further 

partitions are required or are possible. 

A decision tree is a tree like structure, which has the root 

node, internal node(s), branch(s) and leaf node(s). The top 

most node is the root node and it is also the starting point of 

the decision tree, while as internal node represents a 

test/condition on the given attribute; each branch coming out 

of node represents a possible outcome of the test/condition 

while as leaf node is the final outcome and holds the class label 

[5]. 

The creation of decision tree classifier is void of any 

dominion knowledge understanding, thus are suitable for 

empirical knowledge discovery. Decision tree can be 

implemented on multidimensional data. Decision tree are easy 

to understand and implement besides their representation is 

natural to human understanding. The decision tree is 

supervised learning and has learning and classification steps 

which are simple to implement and exhibits fast performance. 

The accuracy of classifier is data specific and thus varies from 

model to model however in general decision tree classifiers 

have shown good accuracy. Attribute selection measures are 

central to the design and implementation of decision tree; 

attribute selection is the process of selecting attributes that best 

partitions the data into distinct classes [6]. The resultant 

decision tree may have branches that reflect noise or outliers 

in the training data set. The methodology of identifying and 

removing such branches is known as pruning, the purpose of 

such removal/s is improvisation of accuracy. Since, we are 
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generating an immeasurable amount of data. It has become a 

need to develop more advanced and complex machine learning 

techniques. Boosting machine learning is one such technique 

that can be used to solve complex data driven real-world 

problems [7]. 

In order to solve complex and convoluted problems we 

require more advanced techniques. Boosting is a type of 

ensemble learning technique that uses a set of machine 

learning algorithms in order to convert or combine weak 

learners to strong learners so that the accuracy of one model 

gets increased. Boosting is actually a very effective method in 

order to increase the efficiency of the model. 

 

 
 

Figure 1. Boosting process 

 

Above figure (Figure 1) shows the basic principle of 

boosting process by combining the outputs that we get from 

all the weak learners in order to get a strong learner. 

 

1.2 Gradient Boosting 

 

Gradient Boosting is based on a sequential ensemble 

learning model for both classification and regression problems 

in which the base learners are generated sequentially in such a 

way that the present base learner is always more effective than 

previous one. Basically, the overall model improves 

sequentially with each iteration. In this type of boosting the 

weights for misclassified outcomes are not incremented i.e. we 

are not going to add weights to misclassified outcomes instead 

in gradient boosting we try to optimize the loss function 

(residual) of the previous learner by adding a new adaptive 

model that adds weak learners in order to reduce the loss 

function. The main idea of gradient boosting is to overcome 

the errors in the previous learner’s prediction. 

Since then, a great deal of research has been done using 

traditional and ensemble algorithms to predict rainfall, but no 

single algorithm can predict accurately regardless of the 

dataset. As a result, the primary goal of this paper is to propose 

a benchmark algorithm that will perform well across a wide 

range of datasets. 

 

 

2. LITERATURE REVIEW 

 

In this paper, a brief review is provided to summarize the 

recent studies on the weather forecasting mostly - Rainfall 

prediction [8-12] using various data mining classification 

techniques. 

In  the study [13], a comparison has been made on the 

research done by different authors on weather prediction in 

which Hemalatha [14] implements decision tree technique 

using C4.5 and Iterative Dicotomizer 3 (ID3) algorithm on 20 

– 30 instances of previous data and Petre [15] implements 

Decision tree technique using CART algorithm on 48 

instances of data available from 2002 - 2005 and Ji et al. [16], 

Dept. of Computer Science, Bowie State University, 

implements Decision tree technique using C4.5, CART 

algorithms on previous data available consisting of 26280 

instances. It was observed that the Decision tree in individual 

preforms better accuracy of 93 – 99% when compared with 

other algorithms. 

Fayaz et al. [17] have proposed an experimental evaluation 

of Information gain and Gini Index for the construction of 

Decision trees. The dataset used in this study was collected 

from Indian Metrological department Pune, India. The 

parameters include temperature (minimum, maximum), 

Humidity (3 P.M and 12 A.M), season (summer, winter, 

Autumn & Spring) and the binary target variable with Yes or 

No values. The study constructs the decision tree based on 

information gain and GINI index and based on the rules of 

each decision tree the accuracy measure was calculated. It was 

observed that the information gain based on the dataset used 

performs well as compared to Gini index. 

In Ref. [18], an analytical comparison has been made 

between information gain and Gini Index for the construction 

of decision tree. The authors worked on two splitting criteria’s 

where the same dataset which was used as in the study [17]. It 

was observed that the information gain and Gini index show 

head to head same values at many attributes but there are some 

variable present which shows different values. This 

comparison study describes the efficiency of both splitting 

criteria’s. Latter on the continuous dataset was then labeled 

using GINI index where the attributes were divided into binary 

values based on the values obtained from GINI index. 

Fayaz et al. [19] worked on the same set of labeled data 

which was used in [17]. The study defines the application of 

ensemble distributed decision tree for the prediction of rainfall. 

In this study, the dataset was divided into 3 parts based on the 

station id. The individual decision trees were constructed and 

the performance of each decision tree was calculated. Based 

on the voting approach of the three smaller decision trees a 

final accuracy was calculated. Furthermore, the final accuracy 

was then compared with the original decision tree accuracy. It 

was observed that the distributed decision tree accuracy is 

reduced considerably then the accuracy measure of original 

decision tree. 

Moreover, in Refs. [20-23] many network models were 

proposed for monthly rainfall rate forecasting and climate 

changes. The performance of these proposed models was 

turned quite effective. The experiment results predict the better 

accuracy rates. 

Since then, many authors have applied a variety of 

traditional and ensembled techniques to the tabular dataset to 

predict rainfall, and some of them are mentioned in this study. 

We can conclude from the literature that there is no single 

algorithm that performs better on different types of datasets. 

On one dataset that they used in their paper, many researchers 

predicted the accuracy of the proposed algorithms. As a result, 

the goal of this paper is to propose a benchmark algorithm that 

will perform well on a variety of datasets. 

 

 

3. DATASET 

 

For the implementation process in this paper, we used the 
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discretized dataset obtained from [24], where the weather 

parameters in this dataset are taken from three different 

regions of Kashmir division, including the Northern part—

Gulmarg area with station ID of 42026, the Southern part – 

Qazigund area with station ID of 42027, and the Central part 

– Srinagar area with station ID of 42044, and this data was 

collected from the Indian Metrological Department (IMD) 

Pune, India. The dataset used by Kaul et al. [24] is from the 

Kashmir region of India, and it contains around 7000 records 

in two CSV files from the years 2012 to 2017. 

The snapshots of the dataset shown below, consists all the 

attributes which are used in the implementation of the decision 

tree. These datasets include relative humidity which has been 

measured in % at 12 AM and 3PM for all three regions of 

Kashmir division (Figure 2). There are around 12190 instances 

of relative humidity and 6117 instances of other attributes 

including Maximum temperature (°C), Rainfall (in mm) and 

Minimum temperature (°C) for all the three stations, (Figure 

3). 

 

 
 

Figure 2. Instances of relative humidity at 12 am and 3 pm  

 

 
 

Figure 3. Instances of maximum temperature, minimum 

temperature and rainfall 

 

Furthermore, the two data files in Ref. [24], had been 

integrated into single complete dataset in which 

inconsistencies were resolved, cleaned & transformed and 

loaded to form a single dataset, shown below (Figure 4). This 

resultant integrated dataset contains data from year 2012 to 

2017, for all the three stations. The following attributes are: 

• Maximum temperature (tmax). 

• Minimum temperature (tmin). 

• Rainfall (rfall). 

• Humidity measured 12 AM (humid12) and 3 PM 

(humid3). 

This above continuous valued attributes have been 

converted into discretized valued attributes on the basis of 

GINI index and the snapshot of the normalized resultant 

dataset is shown below (Figure 5). 

 

 
 

Figure 4. Cleaned and integrated dataset 

 

 
 

Figure 5. Labeled resultant dataset 

 

where,  

Ctmax has been labeled into H1 and H2  

Ctmin has been labeled into L1 and L2 

Chumid12 has been labeled into T1 and T2 

Chumid3 has been labeled into U1 and U2. 

Also, the months have been splitted into seasons, shown 

below (Table 1) and the attribute crfall has been splitted into 

Y and N, if crfall is greater than 0 and less than 0 respectively 

[14, 15]. 

 

Table 1. Splitting months in respected seasons 

 
Season Months 

Winter 12, 1, 2 

Spring 3, 4, 5 

Summer 6, 7, 8 

Autumn 9, 10, 11 

 

 

4. DECISION TREE IMPLEMENTATION 

 

ID3, C4.5 and CART implement non-backtracking, greedy 

approach to build decision tree, constructed in top down 

approach following recursive divide and conquer 

methodology [25].  

In this paper, we use Information Gain for selecting the 

attribute that best discriminates the given tuples into classes 

instead of Gini Index because Gini Index forces the resulting 

tree to be binary, while as there is no limitation with 

Information Gain. 
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4.1 Information gain 

 

The information gain can be defined as the reduction in the 

entropy after the dataset is divided on an attribute. To calculate 

the information gain of an attribute a comparison of the 

entropy of the dataset after and before a transformation needs 

to be done. The attribute with the highest information gain will 

lead to the construction of a decision tree by acting as a 

splitting node with the homogenous branches. 
 

Step 1: Calculate entropy of the target 
 

Rainfall 

Yes No 

1407 2758 

Total = 4165 

 

𝐼𝑛𝑓𝑜(𝐷) = − ∑ pi log2(pi)m
i=1   (1) 

 

𝐼𝑛𝑓𝑜(𝐷) = −1407/4165 ∗ LOG2(1407/4165) −

2758/4165 ∗ LOG2 (
2758

4165
)   

 

𝐼𝑛𝑓𝑜(𝐷) =  0.922712569  

 

Step 2: Calculate Entropy and Information Gain for each 

Attribute. (2) (3) (4) (5) (6) (7). 
 

Season 
Rainfall 

 
Yes No 

Spring 462 543 1005 

Summer 431 622 1053 

Autumn 203 878 1081 

Winter 311 715 1026 

 1407 2758 4165 

 

𝐼𝑛𝑓𝑜𝑆𝑒𝑎𝑠𝑜𝑛(𝐷) = ∑
|𝐷𝑗|

|𝐷|

𝑣
𝑗=1 ∗ 𝐼𝑛𝑓𝑜(𝐷)   (2) 

 

𝐼𝑛𝑓𝑜𝑆𝑒𝑎𝑠𝑜𝑛(𝐷) =
1005

4165
 ∗ (−

462

1005
 ∗ LOG2 (

462

1005
) −

543

1005
∗

LOG2 (
543

1005
)) +

1053

4165
∗ (−

431

1053
 ∗ LOG2 (

431

1053
) −

622

1053
∗

LOG2 (
622

1053
)) +

1081

4165
∗ (−

203

1081
 ∗ LOG2 (

203

1081
) −

878

1081
∗

LOG2 (
878

1081
)) +

1026

4165
∗ (−

311

1026
 ∗ LOG2 (

311

1026
) −

715

1026
∗

LOG2 (
715

1026
))   

 

𝐼𝑛𝑓𝑜𝑆𝑒𝑎𝑠𝑜𝑛(𝐷) = 0.88583526  

𝐺𝑎𝑖𝑛(𝑆𝑒𝑎𝑠𝑜𝑛) = 𝐼𝑛𝑓𝑜(𝐷) − 𝐼𝑛𝑓𝑜𝑆𝑒𝑎𝑠𝑜𝑛(𝐷)  

𝐺𝑎𝑖𝑛(𝑆𝑒𝑎𝑠𝑜𝑛) = 0.03687731  

(3) 

 

Max Temp 
Rainfall 

 
Yes No 

H1 397 484 881 

H2 1010 2274 3284 

 1407 2758 4165 

 

Infotmax(D) = ∑
|Dj|

|D|

v
j=1 ∗ Info(D)  (4) 

 

Infotmax(D) =
881

4165
∗ (−

397

881
 ∗ LOG2 (

397

881
) −

484

881
∗

LOG2 (
484

881
)) +

3284

4165
∗ (−

1010

3284
 ∗ LOG2 (

1010

3284
) −

2274

3284
∗

LOG2 (
2274

3284
))   

Infotmax(D) = 0.912035266  

Gain(tmax) = Info(D) − Infotmax(D)  

Gain(tmax) = 0.0106773  

 

Min Temp 
Rainfall 

 
Yes No 

L1 308 809 1117 

L2 1099 1949 3048 

 1407 2758 4165 

 

Infotmin(D) = ∑
|Dj|

|D|

v

j=1

∗ Info(D) (5) 

 

Infotmin(D) =
1117

4165
∗ (−

308

1117
 ∗ LOG2 (

308

1117
) −

809

1117
∗

LOG2 (
809

1117
)) +

3048

4165
∗ (−

1099

3048
 ∗ LOG2 (

1099

3048
) −

1949

3048
∗

LOG2 (
1949

3048
))  

 

Infotmin(D) = 0.004656635  

Gain(tmin) = Info(D) − Infotmin(D)  

Gain(tmin) =  0.004656635  

 

Humidity12 
Rainfall 

 
Yes No 

T1 517 2054 2571 

T2 890 704 1594 

 1407 2758 4165 

 

Infohumidity12(D) = ∑
|Dj|

|D|

v
j=1 ∗ Info(D)  (6) 

 

Infohumidity12(D) =
2571

4165
∗ (−

517

2571
 ∗ LOG2 (

517

2571
) −

2054

2571
∗

LOG2 (
2054

2571
)) +

1594

4165
∗ (−

890

1594
 ∗ LOG2 (

890

1594
) −

704

1594
∗

LOG2 (
704

1594
))  

 

Infohumidity12(D) = 0.825923561  

Gain(humidity12) = Info(D) − Infohumidity12(D)  

Gain(humidity12) = 0.09678901 

 

Humidity3 
Rainfall 

 
Yes No 

U1 747 2361 3108 

U2 660 397 1057 

 1407 2758 4165 

Gain= 0.08667994 

 

Infohumidity3(D) = ∑
|Dj|

|D|

v

j=1

∗ Info(D) (7) 

 

Infohumidity3(D) =
3108

4165
∗ (−

747

3108
 ∗ LOG2 (

747

3108
) −

2361

3108
∗

LOG2 (
2361

3108
)) +

1057

4165
∗ (−

660

1057
 ∗ LOG2 (

660

1057
) −

397

1057
∗

LOG2 (
397

1057
))  

 

Infohumidity3(D) = 0.836032632  

Gain(humidity3) = Info(D) − Infohumidity3(D)  

Gain(humidity3) = 0.08667994 
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4.2 Comparison of information gain 

 

Humidity12 has the largest Information Gain, accordingly 

Humidity12 shall be decision node and same process shall be 

repeated for every generated node.  

 
Attribute Information Gain 

Season 0.03687731 

Tmax 0.0106773 

Tmin 0.004656635 

Humidity12 0.09678901 

Humidity3 0.08667994 

 

For the decision tree creation, we have implemented a step 

wise process in which root nodes are decided based on the 

maximum information gain. i.e. the highest information gain, 

of all the attributes, will be selected as the root node. Below 

are the steps which are involved in the Decision tree creation. 

Step 1: In this step we have determined the top most node 

i.e. root node, this is the starting point of the decision tree.  

From the above (Figure 6) calculation, we find that 

humidity12 has the highest information gain. Thus, 

humidity12 will be the root node and the resultant tree is 

shown below (Figure 7). 

 

 
 

Figure 6. Calculation of information gain 

 

Step 2: We work from left to right; Calculations are 

performed for T2 value of humidity12 as shown below (Figure 

8). 

From the calculations shown above Humidity3 has the 

highest information gain accordingly. Thus attribute T2 on the 

basis of highest information gain value will be divided into U2 

and U1, as shown below: (Figure 9). 

 
 

Figure 7. Resultant tree on the basis of highest entropy 

 

 
 

Figure 8. Calculation of information gain for T2 

 
Figure 9. Resultant tree of T2 on the basis of highest entropy 

 

Step 3: Here in this step, Calculations are performed for T2 

value of humidity12 as shown below: 

 

 

 
 

Figure 10. Calculation of information gain 
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From the calculations shown above (Figure 10) attribute 

season has the highest information gain accordingly. Thus 

attribute U2 on the basis of highest information gain value will 

be divided into Spring, Summer, Autumn and Winter, as 

shown below: (Figure 11). 

These iterative processes continue until all the attributes 

(Humidity12, Humidity3, Maximum temperature, Minimum 

Temperature, season) are processed. After the completion of 

these iterative steps we came up with the tree representation of 

these given attributes, which is shown in the below (Figure 12). 

 
 

Figure 11. Resultant tree of U2 on the basis of highest Entropy 

 

 

 
 

Figure 12. Full decision tree 

 
Figure 13. Pruned decision tree 
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5. MDL PRUNING 
 

A decision tree pruning has been performed in this paper by 

implementing Minimum Descriptive Length (MDL) approach. 

The MDL principle is a powerful inductive inference method 

that is the foundation of statistical modelling, pattern 

recognition, and machine learning. It holds that, based on the 

small set of known data, the best explanation is the one that 

allows the data to be compressed the most. In MDL a portion 

of a tree (sub-tree) is considered undependable and is therefore 

pruned if the Descriptive Length of the classification of the 

corresponding subsets of training instances together with the 

Descriptive Lengths of each path in the sub-tree is greater than 

the description length of the classification of the whole subset 

of training instances in the current node [26, 27]. Figure 13 

shows pruned decision tree. 
 
 

6. GRADIENT BOOSTING IMPLEMENTATION 
 

6.1. Working of gradient boosting algorithm 
 

Figure 14 shows the flow process of gradient boosting in 

which the original data used for the prediction is passed to the 

base model where initial prediction is carried out. This 

prediction output is will be compared with the actual output 

and the error will be calculated. Based on the error the next 

decision tree is generated where only independent parameters 

are taken into consideration and for target parameter residuals 

are used (error). 

The decision tree will predict another residue based on the 

previous error and the error is passed to the next residual 

model and this is a repetitive process until the error (residue) 

becomes nearer to zero. The final output will be calculated as 

the combination of the outputs of the base model and the 

individual outputs of the residual models. Thus in gradient 

boosting we are using a loss (residual) as an input to the next 

model and this process goes until we get the optimized model 

where we get error value close to zero. 

Gradient boosting has same boosting hyper parameters by 

which we can tune our model and the accuracy will be much 

better than simple base model. In gradient boosting we don’t 

have a base estimator; we have by default decision tree as a 

base parameter. Also, the learning parameter will control the 

magnitude of the change. The learning rate ranges between 0 

& 1, and it will make the model robust. The main advantage 

of the gradient boosting over simple base models is that it will 

not over fit and will allow us to generalize the model very well 

[28, 29]. 

After the implementation of Decision tree (ID3) on the 

geographical data, a booting approach is applied on the base 

model shown in Figure 14. This Original decision tree will be 

used as the basic model (Figure 15) where the residual (error) 

has been calculated and the error will be passed to the next 

level in which the independent parameters of the dataset are 

used to create the new model and the target parameter will be 

chosen as the error of the previous model [30, 31]. 

 
Figure 14. Gradient boosting flow process 

 
Figure 15. Base model of gradient boosting 
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To construct the residual models in gradient boosting we 

need to calculate Log odds, Probability and Residuals. 

So in order to calculate the log odds of the binary target 

class we need to apply the formula: 

 

𝐿𝑜𝑔 𝑜𝑑𝑑𝑠 = log𝑒
𝑝

1−𝑝
  (8) 

 

where, 𝑝 denotes the number of particular classes in favor and 

this becomes the value for the initial leaf. 

One of the easiest ways to use log (odds) for the 

classification is to convert it into the probability as shown 

below: 

 

𝜎 =
𝑒log(𝑜𝑑𝑑𝑠)

1+ 𝑒log(𝑜𝑑𝑑𝑠)  (9) 

 

where, 𝜎 is the probability and the threshold value for the 

probability distribution is 0.5 for the classification. 

Computation of residuals is very important in the gradient 

boosting because in the entire tree construction instead of 

actual target parameter we use residuals as the decision 

parameter for the next iteration. So in order to calculate the 

residuals we need the existing class probability (observed) and 

the existing class labels (actual). Therefore, the residuals will 

be: 

 

𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑠 = 𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑑 – 𝐴𝑐𝑡𝑢𝑎𝑙  (10) 

 

Thus in order to implement gradient boosting on any base 

model we need to apply these steps iteratively until the 

residual error becomes nearer to zero. So the most common 

approach used in the implementation of the Gradient Boosting 

from the base model is: 

 
∑ 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙

∑[𝑃𝑟𝑒𝑣𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦∗(1−𝑃𝑟𝑒𝑣𝑃𝑟𝑜𝑏𝑎𝑏𝑙𝑖𝑡𝑦)]
  (11) 

 

The final output of the gradient boosting thus follows the 

individual outputs of each residual model and the general 

approach is shown below: 

 

𝐹𝑖𝑛𝑎𝑙𝑂𝑢𝑡𝑝𝑢𝑡𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡𝐵𝑜𝑜𝑠𝑡𝑖𝑛𝑔 =

𝑂𝑢𝑡𝑝𝑢𝑡 𝑜𝑓 𝐵𝑎𝑠𝑒 𝑀𝑜𝑑𝑒𝑙 +  𝛾𝑅𝑀1 +  𝛾𝑅𝑀2 + ⋯ 𝛾𝑅  
(12) 

 

where, RM is the residual Model and γ is the learning rate, 

which ranges between 0 to 1. 

 

 

7. PERFORMANCE 

 

In this study, the researchers employed state-of-the-art 

technologies on geographical dataset with the prime purpose 

was to check the algorithm with the best overall performance 

and accuracy. In this paper, an approach has been made in 

which the step wise implementation of the decision tree on the 

geographical data has been proposed and after construction of 

original decision tree pruning has been applied on the same 

decision tree. Furthermore, a gradient boosting algorithm has 

been implemented on the dataset provided and the 

performance has been calculated. Here, we have shown the 

performance evaluation of all the three approaches 

sequentially as shown in below table (Table 2): 

Table 2 shows a snapshot of results which includes accuracy, 

precision, recall values and many other calculations. The 

overall accuracy of the original tree is 81.50% in predicting 

the outcome class and approximately same accuracy is shown 

by the pruned decision tree. But as we can see that the accuracy 

value increases intensely to 87.5% when the gradient boosting 

is implemented on the same set of data where the original 

decision tree acts base estimator [32, 33]. 

 

Table 2. Accuracy statistics 

 

Specifications 
Decision Tree Gradient 

Boosting Without Pruning Pruned 

Test Set 1786 1786 1786 

Correctly 

classified 
1456 1448 1563 

Wrong classified 330 338 223 

Accuracy 0.815 0.811 0.875 

Error 0.184 0.189 0.125 

Recall (Rainfall) 0.502 0.484 0.108 

Recall 

(No Rainfall) 
0.945 0.944 0.952 

Precision 

(Rainfall) 
0.783 0.779 0.183 

Precision(No 

Rainfall) 
0.820 0.817 0.914 

Cohen Kappa 0.497 0.482 0.073 

 

 
 

Figure 16. Columnar representation of overall performance 

 

 
 

Figure 17. Graphical representation of overall performance 

 

The columnar (Figure 16) and graphical (Figure 17) 

representation of geographical data of Kashmir province is 

shown above, which helps in easy visualization of the results 

performed. Figure 16 and Figure 17 shows the comparative 

analysis of accuracy performance, error and other statistical 
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measures when Gradient Boosting, Pruned Decision tree and 

original decision tree was implemented. It was observed that 

Gradient Boosting outperforms original decision tree and 

pruned decision tree performance with high precision rate of 

no rainfall. 

Other methods are also very efficient method but they need 

a large portion of training data to train in order to predict very 

small portion of test data [34]. 

 

 

8. CONCLUSION AND FUTURE WORK 

 

In this paper decision tree is constructed from raw 

geographical data, this required conversion of continuous data 

attributes into discrete values, subsequently decision tree was 

pruned, performance was evaluated. It was observed that there 

is no significant increase in the performance when pruning was 

implemented. Furthermore, a simple gradient boosting 

algorithm has been implemented using same decision tree as a 

base estimator and the performance was calculated and it was 

observed that there is a drastic improvisation in accuracy and 

the accuracy measure got increased to 87.5% which is 

considered as the better performance as compared to basic 

decision tree performance. 

Since gradient boosting shows better results but it takes time 

to compute the results, it is apt case for implementing XG-

Boost and Cat-Boost algorithms on the said data set and 

compares its performance with the decision tree constructed in 

this paper. 
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