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Road accidents caused by a driver's irresponsibility while driving is becoming increasingly 

common. Furthermore, if lanes are lacking on the road, even well-trained drivers may find 

it difficult to keep the lane while driving in low-light conditions. As a result, it is critical to 

design trustworthy, precise, and efficient mechanisms in the vehicle system that aid the 

driver in the event of a road collision. Almost every country in the world is attempting to 

conquer this greatest difficulty. The topic study article focuses on the crossroads and 

presents a more authentic and efficient diver aid system strategy in terms of lane departure 

alarm even when lanes are missing by taking prior lane patterns into account. In addition, 

research is being conducted in order to provide a speedy collision warning with nearly no 

false alarms. This study develops a fast-response spatial domain approach for detecting lanes 

on highways, and if lane markers are missing, virtual lanes are constructed using a novel 

suggested algorithm. In addition, for vehicle collision avoidance, the system estimates the 

distance, velocity, and direction from the frontal vehicle to itself. The suggested approach is 

evaluated on real-time videos in all environmental circumstances such as poor or bright 

sunlight, rain, and twilight, as well as on different road geometries such as straight and 

curving at various vehicle speeds. In every situation, the system has achieved more than 98.7 

percent accuracy. Even if there are no markings on road, the system provides more accurate 

and reliable experimental results. Finally, the results are compared to several existing 

algorithms based on accuracy, precision, recall, and F1 score, along with processing time.  
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1. INTRODUCTION

With the advancement in the technology day by day, 

automobile is becoming more and more tech savvy, connected, 

autonomous and comfortable which is very much concerned 

by the users. However, the increasing number of automobiles 

on road causes altogether new problem statements and 

challenges to the industry and society as well. Number of road 

accidents is also increasing rapidly in each country. As per 

NCRB (National Crime Records Bureau, India) in year 2018 

in India, 467000 fatalities are occurred in road accidents and 

most of them are due to negligence of the driver while driving. 

A very common cause of these accidents is running the vehicle 

off the lane during overtaking or in normal conditions. Figure 

1 shows the details of road accidents and related injuries and 

fatalities as per NCRB. 

Even a very slight change in lane direction can cause a 

serious mishap at high speed. To improve such situations, an 

advance technique of Lane Departure Warning System 

(LDWS) is introduced as a driver assistance system [1-5]. In 

many countries this technique or system has become a 

mandatory feature of the vehicle to achieve the road safety. 

Vision based system are emerged as a powerful supporting 

system to achieve the vehicle safety in past few years. This can 

be used in adverse environment as well which is more 

advantageous. The identification of the lane markings on the 

road images in all type of light conditions (too bright / too 

poor) in urban as well as in rural areas is really a tough 

challenge for vision-based systems. In addition to these 

challenges the system needs to take care of the vehicle speed 

and the weather conditions like rainy / snowy environment. 

Moreover, it is imperative that the system shall identify the 

lane markings and give the ‘true’ warning to the driver if the 

vehicle is ‘out’ of intended lane with minimal computation and 

the highest accuracy. 

Figure 1. Year wise accidental death on road {source: 

National crime records bureau} 

Lane identification techniques are designed by many 

researchers. Lee and Yi [4] proposed based on the LBPE, the 

Hough Transform, and linear regression which is based on 
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eight parameters to conclude the lane departure. Lee designed 

a lane departure identification method that recognizes the lane 

orientation using an edge distribution function (EDF) and 

identifies the changes in the vehicle direction. The main 

limitation of his technique is when vehicle is in front of the 

camera; many unwanted data is seen in the output results. 

Moreover, the angle-based technique is highly susceptible to 

small change in the lane departure. Hence, this technique gives 

more false warnings or alarms.  

Wu et al. [6] found the lane marking based on Fuzzy 

approach where as Huang et al. [7] uses the DSP processor for 

lane detection and warning. ISO 17361:2007 Standard [8] 

defines the performance requirements and test procedures 

which need to be followed. Different techniques were used by 

Nieto et al. [9] based on recursive segmentation and Zhou [10] 

based on Gabor filter which yields in more computation time 

and response. The drawback of this technique is the change in 

the mounting position of the camera on the vehicle which 

affects the final output drastically. Wang and Xu [11] had 

developed the algorithm of camera calibration which has 

limitations of Dynamic Calibration of the camera. Wang et al. 

[12] used a fuzzy logic for the lane detection departure 

warnings. A self-clustering algorithm, the fuzzy C-mean, and 

fuzzy rules were used to process the spatial information and 

the Canny algorithm is used to achieve the edge detection. The 

technique used in this method uses the live data of the lane 

boundaries and the angle of the vehicle to create the lane 

departure warning signal to driver. Again, this shows the 

limitations towards the accuracy of the system and increase in 

false alarming in end results. Some researches [13-18] were 

done based on Stereo based camera for lane detection, which 

increase the cost and latency for the output. Moreover, the 

complexity of the algorithm increased due to the Fuzzy logic 

and the proceeding time increased [19]. Wu [20] addressed the 

vanishing point detection in Foggy environment. Saleh et al. 

[21] developed a design which uses the steering control and 

the interactive automation to the vehicle driving conditions in 

the absence of the driver response to the hazardous or 

unwanted situation. Challenges in Snowy and Foggy 

environment were addressed in the videos captured in the 

studies [22-24]. Wu et al. [25] devised a warning system which 

is based on the vanishing point of the lanes and in the view of 

absence of such information, the algorithm gives the incorrect 

results resulting into false alarm. Hence the accuracy of the 

detection of the situation falls upto 73.21%. Mu and Ma [26] 

proposed lane detection which depends on segmentation and 

segment wise fitting; the study has the problem of false lane 

detection, and it requires a poor environment for image pre-

processing. 

In this paper a novel technique of Lane identification is 

elaborated which is based on the vision systems like camera 

mounted on the vehicle. This paper proposes a lane departure 

technique using the masking the road images for necessary 

data, region of interest segmentation, and dynamic distance 

between the vehicle and the lane markings. This approach is 

better than other states of the art due to its high lane detection 

rate with reduced false warnings. In addition, the proposed 

system's results were compared to those of an existing system, 

and a comparison graph was drawn in the result session. 

According to the study [27], the suggested system is evaluated 

on both CPU and GPU to determine the time complexity. 

Finally, in the concluding session, conclusions concerning the 

actions accomplished in the paper are provided. Bangare et al. 

[28-31] shown excellent study of machine learning approaches 

in their publication. Gulati et al. [32] and Joseph et al. [33] 

conducted research using machine learning and deep learning 

approaches. Bangare [34, 35] uses Fuzzy and neural network 

with image processing to detect the dynamic regions in the 

images. Awate et al. [36] discussed CNN research for 

Alzheimer's disease. Bangare [37] uses the dynamic 

architecture based deep learning approach to detect the 

features from images. Mall et al. [38] shown the use of 

Machine learning for disease detection etc. Pande et al. [39] 

presented a detailed assessment of the latest CNN architecture 

called Capsule Networks (CapsNets). Pande et al. [40-42] 

employed Capsule Network and CNN on optimal feature 

vector for several tasks including leaf retrieval and 

handwritten character recognition. 

 

 

2. PROPOSED SYSTEM 

 

Here, we are proposing the method which is more accurate, 

time efficient and works in all environmental condition such 

as in poor illumination condition as well as in too bright 

condition. Moreover, this system works in case of missing lane 

markings on the road as well. The different steps involved in 

detecting the lane, the lane departure warning alert, frontal 

vehicle detection and its collision warning alert, as well, are 

shown in the system architecture diagram shown in Figure 2. 

The algorithm comprises of the few broad steps which 

included the image enhancement of the captured image, lane 

detection and lane departure warning alert. The image 

enhancement is basic step which is most vital and the 

complexity, processing time and the accuracy of the algorithm 

depends on it. System takes video input from camera. The 

captured video is divided into frames and every 3rd frame is 

fed to the system. Time taken by proposed system is as small 

as the time require to acquire two frames from the camera. 

After the ROI extraction, the image is passed through the 

proposed spatial domain model. Lane extraction is done and if 

there is no lane marking on the road proposed algorithm draws 

the imaginary lane and make decisions. In this paper, 

comparative study of proposed algorithm with various 

algorithms is given.  

 

 
 

Figure 2. System flow diagram of the proposed architecture 
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Real time video or saved video V of the road map is given 

as an input to the system. Not all the part in the image needed 

for the operation. Masking M is the concept which is used to 

eliminate unwanted part from the image to process. After 

masking we get the region of interest IROI on which our 

algorithm should work. 

 

V={i1,i2,i3,…,in} … (1) 

 

M={Mask of road excluding sky and corners} … (2) 

 

IROI =V[K]∩M … (3) 

 

IROI is that part of image on which further image processing 

algorithms performed. First of all the driving conditions such 

as weather, brightness and contrast has been considered as 

Process noise PNi. 

For the image enhancement, the spatial domain filter is used 

to estimate the internal state of a process. It gives only a 

sequence of noisy observations. We have modelled the process 

in accordance with the Eq. (4).  

 

Ei = STi Ei-1 + CIMi CVi + PNi (4) 

 

The intensity of the present frame and the previous frame 

should get matched. The present enhanced frame extracted 

from camera Ei is estimates by using state transition model 

which is applied on previous frame. State transition model 

applied on the previous frame is the inverse of average 

intensity matrix of the present frame. Then controlled input 

model CIMi is applied to the control vector CVi. The Process 

noise PNi is drawn from the zero mean multivariant normal 

distribution from control vector CVi to estimate the current 

enhanced frame.  

At any time i, control vector CVi is given as,  

 

CVi = OMi + PNi-1 (5) 

 

Here in Eq. (5), The Histogram of the image is calculated 

using frequency of number of pixel intensity values. Then the 

maximum entropy value of the histogram graph is calculated 

to find observation model OMi which gives dynamic threshold 

value. Pseudo code for the enhancement of the image with 

proposed spatial filter is written below. The time complexity 

of this filter is such that it takes one tenth of second to get 

enhanced image result.  

Proposed pseudo code for the enhancement of ROI 

extracted image. 

Divide image IROI into a rectangular grid rij(i= 1, 2, ... , N; j 

= 1,2, ... , M) 

for each rectangle rij 

do  

Dij ← distribution of ratios IROI (p)/xt-1 (p) for all  

pixel p € rij such that: 

(xt-1 (p) ≠ 0) ^ (xt-1 (p) < L) ^ (I(p) < L) {deal with saturated 

pixel} 

kt(ij) ← median of Dij 

end for 

 

K ← median of kt(ij) over all rectangles rij 

for each rectangle rij 

do 

kt(ij) ← unknown if (kt(ij) / K >Kthr) V (kt(ij) / K < 1 / Kthr) 

end for 

for each rectangle rij such that kt(ij) = unknown  

do 

kt(ij) ← average of K and kt(uv), with ruv adjacent to rij and 

kt(uv) ≠ unknown 

end for 

 

for all pixels p 

do 

let r1, r2, r3, r4 be the 4 rectangles closest to p 

let w1, w2, w3, w4 be the distance from p to the rectangles 

centers 

kt(p) ←{∑ kt(h)wh
4

ℎ=1
} / ∑ wh4

ℎ=1  

end for 

 

The output of the enhanced image is then fed directly to the 

lane detection algorithm. If in case lane is not detected then 

algorithm for drawing virtual lane will get activated. µ is the 

factor which takes nature of the extracted lane from present 

and past frames. If lane is present in next frame then the 

equation of lane in next frame becomes equation of lane in 

present frame and equation of lane in present frame becomes 

equation of lane in past frame. But if lane is absent in next 

frame then by using extrapolation factor µ, equation of lane is 

predicted. 

 

µ=(φ(M) – φ(E))/(φ ́(E))  

 

where, 

φ(M) is the equation of lane detected in present frame; 

φ(E) is the equation of lane detected in past frame; 

φ ́(E) is the derivative of equation of lane detected in past 

frame. µ ranges from (-) 1 to (+) 1. 

(-) µ - For Left lane prediction 

(+) µ - For right lane prediction 

In Geometry: µ varies from (-) 90° to (+) 90° 

For the lane marking detection equations from 2.6 to 2.10 is 

used. 

 

IROI 𝜖 {𝑅𝑚, 𝐵𝑚 , 𝐺𝑚} (6) 

 

𝑅𝑚 = �̂� (7) 

 

𝐵𝑚 = �̂� (8) 

 

𝐺𝑚 = �̂� (9) 

 

𝜇 = max(𝑅𝑚, 𝐵𝑚 , 𝐺𝑚) − min (𝑅𝑚, 𝐵𝑚, 𝐺𝑚) (10) 

 

Impact = [0,2,4] (11) 

 

𝐼(𝐻)

= ∑
𝑃[𝑖] − 𝑃[𝑖 + 1]

𝜇

𝑙𝑒𝑛𝑔𝑡ℎ(𝐼)

𝑖=0

+ (𝑖𝑚𝑝𝑎𝑐𝑡[𝑖]2) |𝑃=𝑙𝑒𝑛𝑔𝑡ℎ[𝐼]−𝑐𝑜𝑚𝑜𝑟𝑒𝑠𝑠 𝑟𝑎𝑡𝑒+1 …. 

(12) 

 

𝑅𝑂𝐼(𝑠) =
𝜇

max(𝑅𝑚, 𝐵𝑚, 𝐺𝑚)
, |𝑅𝑂𝐼(𝑠) = 0

≡ 𝑅𝑂𝐼(𝑠) = ∞ 
(13) 

 

𝑅𝑂𝐼(𝑉) = max(𝑅𝑚, 𝐵𝑚, 𝐺𝑚) (14) 

 

𝑊𝑡 = {𝐹𝑖𝑙𝑡𝑒𝑟 𝑓𝑜𝑟 𝑤ℎ𝑖𝑡𝑒 𝑐𝑜𝑙𝑜𝑢𝑟 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦} (15) 
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𝑌𝑡 = {𝐹𝑖𝑙𝑡𝑒𝑟 𝑓𝑜𝑟 𝑦𝑒𝑙𝑙𝑜𝑤 𝑐𝑜𝑙𝑜𝑢𝑟 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦} (16) 

 

Let Wm be extracted white marking, 

 

𝑤𝑚[𝑖, 𝑗] = ∑ ∑

ℎ𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑤𝑚
2

𝑛=−
ℎ𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑤𝑚

2

𝑤𝑖𝑑𝑡ℎ 𝑜𝑓 𝑤𝑚
2

𝑚=−
𝑤𝑖𝑑𝑡ℎ 𝑜𝑓 𝑤𝑚

2

 

𝑤𝑡[𝑚, 𝑛]. 𝑅𝑂𝐼(𝐻𝑆𝑉)[𝑖 − 𝑚, 𝑗 − 𝑛] 

(17) 

 

𝑤𝑡[𝑚, 𝑛]  and 𝑌[𝑚, 𝑛]  is the kernel for white mask and 

yellow mask respectively.  

Convolution of these kernels with ROI extracted images 

gives coordinated of lane markings. If lane is missing the then 

proposed mathematical model is used to draw virtual marking 

of lane. 

Suppose we have previously observed lane s and v is the 

missing lane. As s and v is the vector with same direction. 

Then by using vector addition rules we get x, which is 

combinations of the vectors drawn from the previous detected 

lanes. This is used to derive all possible combination vectors 

in a superset or database stored in the memory to be used to 

estimate the virtual lane in subsequent steps. Then by using 

vector addition rules we get,  

 

𝑥 = 𝑠 + 𝑣 (18) 

 

To get all the possible values of the lanes within threshold 

limit let covariance matrix be 𝑅𝑣, 

 

𝑅𝑣 = 𝐸 {𝑣𝑣𝐻} (19) 

 

where, 𝑣𝐻  denotes the conjugate transpose of 𝑣. The y is the 

possible combinations of the vectors drawn from the previous 

detected lane. 

 

𝑦 =  ∑

∞

𝐾=−∞

ℎ∗ [𝑘]𝑥[𝑘] = ℎ𝐻𝑥 = ℎ𝐻 𝑠 + ℎ𝐻 𝑣

= 𝑦𝑠 + 𝑦𝑣  

(20) 

 

By observing all the previous lane marking which is stored 

in memory the estimated virtual line is given as 

 

VL1=
|𝑦𝑠|2̇

𝐸{|𝑦𝑣|2̇}
.  

VL1 =
|ℎ𝐻𝑠|

2

𝐸{|ℎ𝐻𝑣|
2

}
 

(21) 

 

E{|ℎ𝐻𝑣|2 = 𝐸{(ℎ𝐻𝑣)𝐻} = ℎ𝐻𝐸{𝑣𝑣𝐻 }h=ℎ𝐻𝑅𝑉ℎ. (22) 
 

The resultant values of the estemated virtual lane with is 

stated as, 

 

VL =
(𝑅

𝑣1 2⁄  ℎ 
)

𝐻
(𝑅𝑣1 2 𝑠)|^2 ⁄  

(𝑅𝑣1 2⁄  ℎ)𝐻 (𝑅𝑣1 2⁄  ℎ)
 (23) 

 

VL 
|(𝑅𝑣1/2ℎ)^𝐻 (𝑅𝑣1/2 𝑠)|^2

(𝑅𝑣1/2ℎ)^𝐻(𝑅1/2ℎ)
≤

𝜋𝑟2 [(𝑅𝑣1/2ℎ)^𝐻(𝑅1/2ℎ)][(𝑅−1/2𝑠)^𝐻(𝑅−1/2𝑠)]

(𝑅𝑣1/2ℎ)^𝐻 (𝑅1/2 ℎ)
 

(24) 

 

VL =
|((𝑅𝑣1/2ℎ)2)(𝑅𝑣1/2𝑠)|2

(𝑅𝑣1/2ℎ)^𝐻 (𝑅𝑣1/2ℎ)
≤ 𝑠𝐻𝑅𝑣−1𝑠… (25) 

𝑅1/2ℎ = 𝑎𝑅−1/2𝑠 (26) 

 

VL =
 ⃒(𝑅𝑣

1
2ℎ)𝐻(𝑅𝑣

−
1
2𝑠)|2

(𝑅𝑣

1
2ℎ)𝐻(𝑅𝑣

1
2ℎ)

 

=
𝛼2|(𝑅𝑣

−1
2 𝑠)𝐻(𝑅𝑣

−
1
2𝑠)|2

𝛼2(𝑅𝑣

−1
2 𝑠)𝐻(𝑅𝑣

−1
2 𝑠)

 

=
|𝑠𝐻𝑅𝑣

−1𝑠|2

𝑠𝐻𝑅𝑣
−1𝑠

= 𝑠𝐻𝑅𝑣
−1𝑠. 

(27) 

 

Let 𝛼 be arbitrary real number. 

 

h=a𝑅𝑣−1𝑠 (28) 

 

E={|𝑦𝑣|2} =1 (29) 

 

E{|𝑦𝑣|2} = 𝑎2𝑠𝐻𝑅𝑣
−1s=1 (30) 

  

𝛼 =
1

√𝑠H𝑅𝑣
−1𝑠

 (31) 

 

The virtual missing lane is then estimated by using Eq. (27) 

with the minimum mean square error. This Error equation for 

proposed system in between imaginary drawn line and actual 

line is given by Eq. (32). 

 

|En| ≤ fn+1 (z) |x-a|n+1 / (n+1)! … (32) 

 

where, En is the error, x is the actual value, a is the centered 

polynomial and n is the degree of the polynomial. 

Once the lane is detected or virtual lane is drawn then the 

lane departure warning is to set by using practically calculated 

threshold. The vanishing point and the mid-point of the vehicle 

is calculated and then by using Pythagoras theorem Euclidean 

distance ɗl is calculated. The threshold values are dynamic and 

based on the road geometry, width of the total road captured. 

In this experiment, to make reading real time for nay road 

geometry ɗl / ɗ ratio is considered. The P1 and P2 are the 

threshold values set for left and right departure respectively. If 

the departure measure is less than 0.25 (P1), left departure 

warning is issued. If the departure measure is greater than 0.75 

(P2), right departure warning is issued. If the vehicle is within 

the lane, departure measure shows the value between 0.25 and 

0.75 and no warning is generated. Also, if ɗ (Euclidean 

distance between midpoint of right lane and left lane) is less 

than the threshold limit D, set as value 0.5, then the ‘Lane 

Crossing’ warning will be issued. Following is the illustration 

of Lane departure condition: 
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The lane width is calculated from the two lane midpoints 

mp1 and mp2 of left and right lanes. Euclidean distance is 

calculated as the square root of the sum of the squared 

differences between the two vectors. Euclidean distance is 

useful when we need to calculate the distance between two 

rows (or lane here) of numerical values. Hence we have chosen 

Euclidean distance rather than other measures like Hamming 

distance, Manhattan distance. 

 

 
 

Euclidean distance between Hough origin and the left lane 

midpoint is calculated as per equation:  

 

ɗl =√(𝐻𝑜 − 𝑚𝑝𝑙x) 2 + (𝐻𝑜 − 𝑚𝑝𝑙y)2 

ɗl = ∥∥𝑚𝑝𝑙 − 𝐻𝑜∥∥

= √∥∥𝐻𝑜∥∥2+∥ 𝑚𝑝𝑙 ∥2− 2∥∥𝐻𝑜 ⋅ 𝑚𝑝𝑙∥∥ 

 

 

ɗl vector is estimated in a given ROI in such a way that, for 

a Euclidean space E, the two vectors ɗl and 𝜁1 follows the 

equation: 

 

𝜆𝑙 , 𝜍𝑙 ∈ 𝐸 

∥∥𝜆𝑙 + 𝜍𝑙∥∥ = ∥∥𝜆𝑙∥∥
2 + ∥∥𝜍𝑙∥∥

2
 

 

 

where, 𝜁1  is the line segment identified using Hough 

transform on the left lane.  

Similarly, the vector ɗr, Euclidean distance between Hough 

origin and the right lane midpoint is calculated. 

ɗl as Euclidean distance between midpoint of left lane and 

Hough origin 

ɗr as Euclidean distance between midpoint of right lane and 

Hough origin 

ɗ as Euclidean distance between midpoint of right lane and 

left lane 

Lane departure measure-: Β (ɗl - ɗr) 

If Β (ɗl - ɗr) < threshold P1 and ӓ greater than the threshold 

ɗ then, Left Departure warning is issued to the driver.  

If Β (ɗl - ɗr) > threshold P2 and ӓ greater than the threshold 

ɗ then, Right Departure warning is issued to the driver. 

Conditions for lane departure and crossing are shown in Table 

1. 

 

Table 1. Conditions for lane departure and lane crossing 

situations 

 

Sr. 

No. 
State 

Notation/ 

symbol 

Condition 

(mathematical 

equation) 

1 
Left 

Departure 
ɗ L Β (ɗl - ɗr) < P1, ɗ > D 

2 
Right 

Departure 
ɗ R Β (ɗl - ɗr) > P2, ɗ > D 

3 
Lane 

crossing 
Ẽ C 

Β (ɗl - ɗr) > P1, Β (ɗl - 

ɗr) < P2, ɗ < D 

4 
No 

Departure 
Ẽ N 

Β (ɗl - ɗr) > P1, Β (ɗl - 

ɗr) < P2, ɗ > D 

‘Lane Cross or Danger’ warning is issued to the driver 

indicating the threat of an accident, if the driver ignores 

departure warnings and the vehicle is beginning to actually 

change the lane. Hence, two threshold values are used to 

generate the warning message based on drift of vehicle 

towards the left or right of the road. 

For the frontal vehicle detection technique, the cascade 

classifier is used to detect vehicle. Cascade classifier consists 

of a collection of different stages, and each stage worked on 

weak learner image part. Positive and negative images are 

passed through cascade object detector function which results 

in cascade classifier and then original image is passed through 

this classifier to detect frontal vehicle. The algorithm which is 

used here is as follow. 

Algorithm: Vehicle detection algorithm: 

1. Pick fmax (maximum acceptable false positive rate 

per layer)  

2. Pick fmin (minimum acceptable false positive rate 

per layer)  

3. Let’s FR target is target overall false positive rate 

4. Let’s Ep is a set of positive example 

5. Let’s En is a set of negative example 

6. Let’s FR0= 1, D0 = 1, and i = 0  

{FP0: overall false positive rate at layer 0, D0: acceptable 

detection rate at layer 0, i: the current layer} 

7. While FRi > Ftarget {FPi: overall false positive rate 

at layer i} 

 A.  i++ {layer increasing by 1} 

 B. ni = 0; FPi= FPi-1 {ni: negative example i} 

 C. While FPi > f* FPi -1 

a. ni ++ {check a next negative example} 

b. Use Ep and En to train with xml 

c. Check the result of new classifier for FRi and D0 

d. Decrease threshold for new classifier to adjust detection 

rate,  

r>=d*FPi -1 

 D. En = empty 

 E. If FPi > Ftarget, use the current classifier and 

false  

detection to set En 
 

 

3. RESULTS AND DISCUSSION 
 

The proposed algorithm is executed on different hardware 

platform to check the performance. The test images are 

captured using a camera mounted at centre of vehicle on the 

rear-view mirror of a vehicle. Camera with full HD features 

with a resolution of 1920×1080, which is widely used in 

vehicles, is used to capture the images. The results are tested 

at the speed of 0 to 80km/hr. To evaluate the robustness of the 

proposed algorithm, a dataset that corresponds to daytime, 

night-time, twilight, rainy weather, and cloudy weather and 

includes curved and straight lanes was created. 

The test set up at Vehicle level is as shown in Figure 3. 

Camera is mounted inside the vehicle at the center of the 

windshield glass above the rear view mirror. We have taken 

different trials with different types of camera. It is observed 

that the results are dependent on only mounting position of 

camera not on type camera. So we use USB based Web camera 

which is more enough for the same. It gives not only cost-

effective solution but also ease of installation. 

The designed system is tested on 6 real time captured videos 

and one library video. The analysis of these video is presented 

in Table 2. Also, geometry-based accuracy of the proposed 
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system architecture with some existing systems architectures 

is shown in Table 3. 

 

 
 

Figure 3. (a). USB web camera is connected to the laptop. 

(b). Camera is mounted on the top of the glass from inside. 

(c). Vision of mounted camera from outside of the car 

From figure idea about chances of getting departure 

warning is presented. While there are orange, blue and red 

colour marking for left departure of vehicle, vehicle in lane 

and right departure of vehicle given in Figure 5 respectively. 

In video number six (Figure 5f) there is maximum density at 

vehicle in line where as there is maximum density at left lane 

departure and right lane departure at video number two (Figure 

5b) and video number six (Figure 5f) respectively. 

The percentage of road lane departure with respect to the 

video is shown in Figure 4. 

Some screenshots of the results in different environmental 

conditions are stated in Figure 6, Figure 7, and Figure 8. 

 

Table 2. Parameters of the video after running proposed system architecture on it 

 

Parameters 
Library 

video 

Captured video 

input1 

Captured 

video input2 

Captured 

video input3 

Captured 

video input4 

Captured 

video input5 

Captured video 

input6 

Environmental 

condition 

Normal day 

time 

Day time with 

sun facing to the 

vehicle 

Too bright 

day time 

Rainy day 

time 

Poor light 

dusk day 

time 

Missing lane 

with too bright 

day time 

Missing lane 

with poor light 

dusk day time 

Total Frames 1765 1808 1673 1848 1615 2342 1260 

Road Geometry 

Straight as 

well as 

curve 

Straight as well 

as curve 

Straight as 

well as curve 

Straight as 

well as curve 

Straight as 

well as curve 

Straight as well 

as curve 

Straight as well 

as curve 

Detected lanes 1679 1768 1580 1788 1615 2337 1259 

Lane detection 

rate 
97.63% 97.83% 96.44% 94.46% 96.75% 93.82% 94.34% 

No. of lane 

departures 
243 274 198 216 167 289 135 

False warning 0 0 0 1 0 1 2 

 

Table 3. The geometry-based accuracy of the proposed system architecture with some existing systems architectures 
 

Detection method Straight road Curvy Road Lane missing Only single lane on one side road 

Fuzzy Logic 88 81.01 70 87 

Gabor Transform 97.89 96.04 72.28 96.04 

Hough Transform 93 92 74.01 91 

Recursive Hough Transform 97.5 95.01 90.42 95.9 

Proposed System Architecture 99.89 98 92.61 99 

 

 
 

Figure 4. The percentage of road lane departure with respect 

to the video 
 

 
 

Figure 5. CLUSTER-based analysis of six captured videos 

 
 

Figure 6. Result of the proposed system architecture at 

normal day time 
 

 
 

Figure 7. Result of the proposed system architecture at rainy 

seasons 
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Figure 8. Result of the proposed system architecture when 

there is shadow on road 

 

These results show the lane detection in almost every light 

condition. The result of drawing missing road lane marking is 

shown in Figure 9. 

 

 
 

Figure 9. Virtual drawing of missing lane using proposed 

system architecture 

 

Now the results based on geometry is tabulated in Table 4. 

Comparative study of proposed system with other 

algorithms based on the different road geometry conditions 

based on lane detection is done here. The detection rate of the 

proposed algorithm for different road geometry conditions 

particularly for straight road condition, Curvy road, lane 

missing situation, only one lane marking present on one side 

as well is found 92.61 to 99.89 % which is higher than those 

of the other methods like Fuzzy Logic 70 to 88.00%, Gabor 

Transform 72.28 to 97.89%, Hough Transform 74.01 to 93.%, 

and Recursive HOG Transform 90.42 to 95.9%. By reducing 

the processing area from the entire image to the ROI by 

masking the white and yellow lane markings, we achieved the 

higher processing speed and detection rate. Thus the area of 

interest of the captured image is reduced drastically to achieve 

the faster processing speed and also by reducing the 

complexity of the algorithm. The proposed algorithm not only 

better as compare to other methods but also most effective in 

the lane missing situation of the road. This lane missing 

detection feature distinguishes the effectiveness of our 

algorithm from the existing methods.  

The comparative study of proposed system with other 

algorithms depending on the accuracy and latency is tabulated 

in Table 5. 

 

Table 4. Comparison of proposed system architecture with other existing algorithms on the basis of accuracy, time to response 

and error rate 

 
Sr. No. Detection method Accuracy Time to response Error rate 

1 Gabor Transform 97.71 5 sec 1.73 % 

2 Fuzzy Logic 89.42 2.3 sec 4.14 % 

3 HOUGH Transform 93.42 0.43 sec 5.92 % 

4 Recursive HOG Transform 96.76 0.54 sec 3.24 % 

5 Proposed system architecture 99.48 0.51 sec 2.46 % 

 

Table 5. Results of different methods in different environmental Condition (detection in no. of events%) 

 
Sr. 

No. 
Detection method 

Normal light 

condition 

Too bright 

condition 

Dark / shadow 

condition 

Twilight / poor light 

condition 

1 Gabor Transform 94.65 92.48 84.46 62.49 

2 Fuzzy Logic 92.79 90.34 72.26 79.24 

3 HOUGH Transform 96.47 95.48 82.49 78.48 

4 
Recursive HOG 

Transform 
97.2 96.49 86.48 86.94 

5 
Proposed system 

architecture 
98.18 98.56 98.04 96.42 

 

 
 

Figure 10. Confusion matrix: (a) lane departure warning, (b) classification of collision detection and vehicle overtaking 
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The confusion matrix of the proposed system algorithm for 

the classification of lane is shown in Figure 10. 

Confusion matrix of the lane departure warning is shown in 

Figure 10a where the dominant vector of the matrix is much 

higher than other parameters. Also, in case of the classification 

of collision detection and vehicle overtaking the eigne vector 

of the matrix is strong.  

Class wise accuracy is as tabulated below in Table 6. The 

overall accuracy of the collision detection and vehicle 

overtaking detection is 99.29%. 

Separately class-wise performance parameters have been 

tabulated in Table 7. The overall accuracy of the collision 

detection and vehicle overtaking detection is 98.48%. 

Time complexity is checked on the different processors. 

The average time required to get result of different hardware 

platforms is tabulated in Table 8. 

The use of CPU, i5 and the i7 gives almost same time 

complexity, but when the system is tested on GPU then there 

is huge difference in time required to get the results. 

 

Table 6. Performance parameters of the classification of in 

line, right warning and left warning using proposed system 

architecture 

 
 Accuracy Precision Recall F1-score 

In Line 99.36% 99% 100% 99% 

Right Warning 99.46% 99% 98% 98% 

Left Warning 99.76% 100% 99% 99% 

 

Table 7. Performance parameters of the classification 

collision detection warning and overtaking 

 
 Accuracy Precision Recall F1-score 

Collision 

Detection 
98.48% 91% 97% 94% 

Vehicle 

Overtaking 
98.48% 100% 99% 99% 

 

Table 8. The time it takes to get the result by using proposed 

system architecture on different hardware platforms 

 

Platform 
Time required to get result (in 

seconds) 

CPU, i3 processor, 8GB 

RAM 
0.583 

CPU, i5 processor, 8GB 

RAM 
0.511 

CPU, I7 processor, 8GB 

RAM 
0.492 

GPU, Nvidia K80 0.095 

 

 

4. CONCLUSIONS 

 

A new novel cost effective method of lane detection, 

departure warning and collision detection is proposed. Also, 

the algorithm which is used for the proposed system takes care 

of all challenging environmental situations like, too bright or 

poor light conditions, rainy condition, on curvature, with 

missing lane markings at different speed conditions of the 

vehicle. 

The propose system uses the mathematical model along 

with cut section of the road image for extraction of area of 

interest. By using a new concept, recursive method and the 

lane marking masking methods are used in order to detect 

whether the vehicle is going away either right side or left side 

from the center of the lane and raise the warning. In case of 

possibility of collision, the system computes the distance from 

the frontal vehicle and gives the warning. Our system has 

maximum accuracy as compared with other methods. When 

we compare the response time then Hough transform takes 

slightly less time than our proposed framework but its error 

rate is higher than our system. In case of error rate Gabor 

transform gives best result but it has very high response time. 

Thus by taking consideration of all these factors one can easily 

conclude that proposed framework gives much better result 

compare to other algorithms. From all these aspects, the 

proposed system architecture is successfully verified with real 

videos and images under almost all possible conditions. 
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