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Driver fatigue detection system aims to monitor the driver state. When detecting a fatigue 

caused by different attitudes other than normal driving habit, the system warns the driver 

that traveling should be interrupted. In this way, it helps the driver to make the right decision. 

The aim of this study is to prevent traffic accidents. The system analyzes any changes in the 

driver's eyes and mouth features in real time and warns the driver when necessary. The 

proposed system contains several stages to detect the driver's fatigue. First, the 

preprocessing stage; enhancement of the frames, determining the face, and cropping eyes 

and mouth of the driver was done. Then, dealing with feature extraction stage; the features 

concerning each frame was processed. Finally, two classification approaches were presented 

and a comparison between them was addressed. In the first approach, four traditional 

classifiers were applied; Diagonal Linear Discriminant Analysis (DiagLDA), Linear 

Support Vector Machine (LSVM), K-Nearest Neighbor (KNN), and Random Forest 

Classifier (RFC). The results show that two classifiers; KNN and RFC yield the highest 

average accuracy of 91.94% for all subjects presented in this paper. In the second approach, 

one model of deep learning neural network (CNN) was applied; "Resnet-50" model. The 

results also show that the proposed deep learning model yields a high average accuracy of 

96.3889% for the same data. In general, the drowsiness and lost focus of drivers with high 

accuracy have been detected with the developed image processing based system, which 

makes it practicable and reliable for real-time applications. 
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1. INTRODUCTION

Egypt has one of the highest rates of traffic accidents [1]. 

According to the World Health Organization, the highest 

number of road deaths occurs in India, followed by China and 

the USA. Global Status Report on Road Safety 2013, 

published by WHO at the end of 2013, ranks Egypt tenth for 

the concentration of road fatalities: 42.66 per 100,000 citizens 

and an estimate of 12,000 per year. 

In previous studies of hospital staff drowsiness detection 

patterns, several studies of drowsiness detection were 

conducted to determine what trends emerged among hospital 

staff in adapting to night shifts. An application for fatigue 

detection as a means to improve the safety of the workplace 

has been reported to be of considerable importance [1]. 

Many drowsiness studies have been disseminated for the 

detection of drowsiness in drivers using various methods. Eye-

tracking studies using PERCLOS and blink frequency 

technologies are used to confirm the results [2]. 

Another study, involving the neural network method and 

Viola-Jones, used facial characteristic detection to detect 

drowsiness [3]. According to a report from the National 

Highway Traffic Safety Administration [4], drowsy or alert 

drivers are characterized by their state of eyes; open, half-open, 

and closed, respectively, based on images taken while driving. 

In order to process the images, the human visual system model 

was used, and the energy levels in the frame were examined 

[5]. 

In a different study, drowsy drivers were detected based on 

their physical characteristics. This system recorded brain 

activity using electroencephalography (EEG) [6, 7], heart rate 

variability, and pulse [8]. This system's sensitivity, when 

compared to visual approaches, remains low due to the 

necessity for attaching the necessary devices to the driver's 

body. In some situations, this system is less useful because it 

interferes with concentration and driving. 

One of the most common detection methods is road 

monitoring. As examples of detection systems, Mercedes 

offers Attention Assist, Ford offers Driver Alert, and Volvo 

offers Driver Alert Control. This technology monitors the 

street conditions and the behavior of the drivers to detect 

sleepiness. There are many parameters to assess, such as 

checking whether the driver obeys the path rules and uses the 

suitable indicators. A driver who is sleepy is identified by an 

inconsistency in this parameter. It is therefore regarded as 

defective. 

This approach is ineffective because it is indirect and has no 

accuracy [9]. 

By using a video camera, it is possible to monitor a driver's 

fatigue simply by looking at the condition of his face. 

Researchers have observed that facial expressions provide 

crucial information about driver fatigue, and that detecting the 

visual behavior of the driver can improve their awareness [10]. 

Drowsy driving accidents can be prevented by developing 

methods for detecting drowsiness. 

Driving while fatigued can affect concentration as well as 

increase the risk of an accident. In accordance with accident 

data, fatigue and a lack of alertness are to blame for 10% to 

Traitement du Signal 
Vol. 39, No. 2, April, 2022, pp. 577-588 

Journal homepage: http://iieta.org/journals/ts 

577

https://crossmark.crossref.org/dialog/?doi=10.18280/ts.390219&domain=pdf


 

20% of accidents [11]. 

Developing a sleep detection system for the driver of a 

vehicle is essential to reducing accidents. A Haar-Like Feature 

method was also known as the Haar Cascade Classifier. 

Because each pixel value in an image is calculated by 

multiplying the number of pixels in a square by the number of 

pixels in that square, this method is fast [12]. The findings 

build on previous works using the total pixel method [13]. 

Spatial frequency and light intensity of an object are shown 

as a spatial distribution on the image. The data were 

represented using components such as edges, brightness, and 

color [13, 14]. Digital image consists of a number of rows of 

bits which represent real and complex values [15, 16]. 

The images were divided into three categories: color (Red, 

Blue, and Green), grayscale, and binary. The primary colors in 

an RGB arrangement are red, green, and blue. Various shades 

of gray are possible [17]. As opposed to the binary image, a 

binary image only has two possibilities (i.e., 0 or 1) for each 

pixel. White is represented by a value of 1, while black is 

represented by a value of 0 [18]. 

Using a transducer to represent an object, several objects are 

processed using a digital computer to create a two-dimensional 

image [13]. Digital images are processed to create new images 

that can be analyzed. 

It is possible to view face detection as part of a classification 

problem. Input is an image, and output is a class label based 

on that image. Image classes are either face-based or non-face-

based. Until recently, face recognition techniques assumed 

that available face data was of a similar size and had a similar 

background. It is true that faces are visible from a variety of 

angles, positions, and backgrounds, but in real life this is not 

always the case. In the process of facial recognition, face 

detection is a crucial step [19]. 

An individual who is sleepy is one who requires rest or has 

a tendency to sleep. 

Among the factors that contribute to drowsiness are fatigue 

caused by repetitive motion such as staring at a computer 

monitor for a long time or driving a long distance. It is 

common for sleepiness and fatigue to cause the same effects. 

Whenever the eyelid gets heavy and closes gradually, the view 

blurs, and then suddenly, even though the mind still feels 

awake, the eyelid shuts completely. People who are tired feel 

this way. 

This work aims to determine a method that can prevent 

drowsy driving accidents and distracted driving accidents. 

 

 

2. MATERIALS 

 

The findings of the presented work were supported by a data 

which is freely available at 

[http://vlm1.uta.edu/~athitsos/projects/drowsiness/?C=D;O=

A] which was provided by Prof. Vassilis Athitsos [20]. The 

data was acquired at computer science and engineering 

department - university of Texas at Arlington [21]. 

In this work, MATLAB version 9.10.0.1602886 (R2021a) 

associated with the following toolboxes: 

- Image Processing Toolbox 

- Computer Vision Toolbox 

- Deep Learning Toolbox. 

As it is a high execution and robust tool; MATLAB with the 

above mentioned toolboxes were used to help with a large 

scale of functions which utilized for technical computing and 

data investigation. This work was implemented on a Laptop 

with "Intel (R) Core (TM) i7 −2.7 GHz" processor type. 

 

2.1 Data specification 

 

There are five participants in the dataset each of them has 

two videos: one for "Alert" state (Labeled as "0") and the other 

for "Fatigue" state (Labeled as "1"). Table 1 summarizes the 

dataset' characteristics. 

- For constructing the dataset: sixty frames from each state 

regarding all participants are randomly selected and saved 

resulting in a dataset contains (60*5*2=600 frames) six 

hundreds frames. 

- The training set consists of 40% of all frames for both 

states alert and fatigue; 240 frames. 

- The testing set consists of the remaining 60% of the dataset; 

360 frames. 

- Data details were well expressed in the study [21]. 

 

Table 1. Characteristics of the dataset used in the study 
 

Video Participant # No. of Frames Frame Height Frame Width Video Format 

"Alert" Video Part. no. 1 18053 1920 1080 .mov RGB 24 

"Fatigue" Video 18011 1920 1080 .mov RGB 24 

"Alert" Video Part. no. 2 18263 1920 1080 .mov RGB 24 

"Fatigue" Video 18124 1920 1080 .mov RGB 24 

"Alert" Video Part. no. 3 20763 1920 1080 .mov RGB 24 

"Fatigue" Video 18480 720 1080 .mov RGB 24 

"Alert" Video Part. no. 4 15364 480 854 .mov RGB 24 

"Fatigue" Video 15394 854 480 .mp4 RGB 24 

"Alert" Video Part. no. 5 18410 1280 720 .mov RGB 24 

"Fatigue" Video 18050 1280 720 .mov RGB 24 

 

 

3. METHODS 

 

The block diagram of the proposed system is shown in 

Figure 1. 

 

3.1 Preprocessing 
 

Preprocessing is a very important step to prepare the dataset, 

minimize the noise, and to enhance the image features. The 

following subsections will discuss that deeply. 

Getting the frames and do the Enhancement  

As discussed before there are five subjects and the dataset 

was constructed to be 600 frames (60 frame [randomly 

selected] Χ 2 [states] Χ 5 [participants]). The train partition 

contains randomly selected forty percent of data (240 frames) 

and the remaining 360 frames construct the testing part. The 

target is to extract each frame from the given test set to be in 

"Alert" or "Fatigue" state.  

578



 
 

Figure 1. Block diagram of the proposed system 

 

As filtration is a crucial step in eliminating noise; 

"Homomorphic" and "Median" filters are applied. 

The image is first converted to grayscale (as working on 

gray image will reduce the processing time), and then a 

homomorphic filter is applied to it. The homomorphic filter 

involves applying a fast fourier transform to the image and 

then passing it through a high pass filter. For this, 

Butterworth's high pass filter was used. The homomorphic 

filter reduces inconsistency in the background illumination 

[22], making image segmentation easier. The image is then 

passed through a median filter to remove any salt and pepper 

noise [23]. 

Detecting the face and cropping the eyes and mouth 

As discussed before there are five subjects and the dataset 

was constructed to be 600 frames (60 frame [randomly 

selected] Χ 2 [states] Χ 5 [participants]). The train partition 

contains randomly selected forty percent of data (240 frames) 

and the remaining 360 frames construct the testing part. The 

target is to extract each frame from the given test set to be in 

"Alert" or "Fatigue" state. 

Viola-Jones Algorithm [24] 

A key component of face recognition is face detection. Any 

system that identifies people must be able to detect faces in 

images. Face recognition algorithms can be developed quickly 

with Viola-Jones Object Detection Frame. By analyzing the 

pixels within full frontal photographs, real-time detection can 

be achieved. In addition to poses and objects that obscure the 

face or tilt the head, there are other factors that need to be 

considered or addressed. This algorithm's primary purpose is 

to correctly detect faces in images [25]. 

There are several advantages to the Viola-Jones algorithm:  

• The detection rate is relatively high (but not perfect). 

• It distinguishes faces from non-faces in random images. 

• False positives are low, true positives are higher. 

• Real-time implementation can be accomplished. 

 

 
 

Figure 2. Example of face detection 

In this work, MATLAB computer vision toolbox was used 

to detect face, mouth and eyes based on "Viloa-Jones" 

technique. 

When applied on participant number (4); Figures 2, 3 and 4 

show examples of the results of detecting face, eyes, and 

mouth respectively. 

 

  
 

Figure 3. Example of eyes detection 

 

  
 

Figure 4. Example of mouth detection 

 

3.2 Constructing features vector 

 

This step is constructed from the succession of the 

calculations of the frames of all five subjects (120 frames = 60 

frames for each subject * two inspected states). As previously 

mentioned, the train set of the subject consists of 240 images 

(40% of 600) and the test set of the subject consists of the 

remaining 360 images. 

 

3.3 Classification 

 

For traditional classifiers [1st approach] [26-28] 

Diagonal Linear Discriminant Analysis 

A linear classifier uses linear functions to determine how 

different groups are classified. It is widely acknowledged that 

these classifiers are the most well-known BCI algorithms. 

Data representing different classes are separated using 

hyper-planes in LDA [29, 30]. In a two-class problem, the 

class of a function vector is determined by its position in the 

579



 

hyper-plane. 

The diagonal covariance matrices for both groups are equal 

in diagonal linear discriminant analysis, which assumes that 

the data has a normal distribution. The separating hyper-plane 

is found by looking for the projection that minimizes interclass 

variance by maximizing the distance between the means of 

two classes [30]. 

DiagLDA 

As shown in Figure 5, in the first approach, the "DiagLDA 

method," a test label of '1' was specified as target (Fatigue) or 

'-1' as non-target (Normal) throughout each trial. 

 

 
 

Figure 5. DiagLDA classifier 

 

Support Vector Machine (SVM) 

This classifier is used to classify a set of binary labeled data; 

it also employs a hyper-plane to divide the data into two 

groups [31, 32]. Then, after training the classifier on a specific 

dataset, the hyper-plane is optimized and chosen based on the 

maximum gap between the hyper-plane and that data. This is 

accomplished by transferring data from the input area to the 

feature area, where linear classification is realized. 

Linear support vector machine classification allows for 

classification with linear decision boundaries. These 

classifiers have been used successfully to solve a large number 

of concurrent BCI problems [33-36]. 

 

 
 

Figure 6. SVM classifier 

 

SVMs have a number of advantages. SVMs are thought to 

have strong generalization properties [32, 37], to be resistant 

to overtraining [37], and to be immune to the curse of 

dimensionality [31, 32]. 

SVMs have been used in brain research because they are a 

strong pattern recognition approach, especially when dealing 

with high-dimensional problems [36]. The proposed algorithm 

is depicted in Figure 6. 

In the set of train data used earlier as a validation set, Table 

2 shows the values of the regularization parameters (hyper-

parameters) chosen through cross-validation. 

 

Table 2. Values of SVM hyper-parameters 

 
Kernel Function Kernel Scale Standardize 

Linear 25.4 True 

 

K-Nearest Neighbors (KNN) 

The K-nearest neighbor (KNN) method of supervised 

classification learning is used to classify samples. The goal of 

this algorithm is to identify a new sample by using its features 

and previously labeled training samples [38]. The algorithm is 

memory-based and does not require model fitting. The closest 

k training points (Euclidean distance) to a query point x0 are 

found. The new query is assigned to a cluster based on the 

number of neighbors it has. Any voting bonds that are broken 

will be broken at random [39]. 

As shown in Figure 7, the KNN (with N=5) method is used 

as a classifier in this work that can be used in brain research. 

 

 
 

Figure 7. KNN classifier 

 

Random Forest Classifier (RFC) 

Random forests are machine learning schemes derived from 

decision trees, where a decision tree is a tree-like diagram used 

to determine a course of action. Every branch of the tree 

represents a possible option, event, or reaction [40]. 

Some of the advantages of using Random Forests are as 

follows: 

1. No over fitting: Using multiple trees reduces the 

likelihood of over fitting as well as the time required to 

practice. 

2. High precision: it performs well in large databases and 

makes highly accurate predictions for large datasets. This is 

critical in today's big data world, and it's likely where Random 

Forest shines. 

3. Estimate missing data: When a large portion of the data 

is missing, Random Forest guesses which one is best suited for 

the missing parameter. 

In this paper, a Random Forest classifier (number of 

trees=10) algorithm is used. 

 

3.4 State prediction 

 

The previously discussed classifiers nearly specify the state. 

The following section will present an analysis of the work 

from various perspectives. 

For deep learning [2nd approach] 

The basis of today's deep learning algorithms is the 

computer simulation of a neuron in the human brain. 
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It is a process that has emerged by trying to do it. Neural 

networks of Donald Hebb's nerve cell and it started with an 

examination of its structure. Then, mathematically modeling 

the model in the computer environment. 

The creation of artificial neural networks is known as the 

starting point [41] of the artificial nerve. 

In the emergence and progress of networks, years have 

passed and the term deep learning has been used in recent 

years and the studies have focused on this issue. 

Deep learning is especially used for classification, 

recognition and detection [42] and the studies have gained 

weight in this direction. Recently, deep learning algorithms 

have been used in many technological structures in our daily 

life. 

Achieving high performances has increased the tendency to 

this issue. Many classifications made recognition studies are 

available. 

In deep learning architectures, there are several different 

learning strategies during the training of the network. 

These are teacher learning, teacher-less learning, and 

reinforcement learning.  

In teacher learning; the information of what the input data 

at the input of the network is at the output is given. The weights 

of the network are the same. 

It is repeatedly inserted into the network as input data so that 

the weights of the network are adjusted accordingly. 

Thus, the weights are determined by training the network 

[43]. 

In teacher-less learning; no information is given about what 

the input data is at the output. Every data that enters the 

network has a data belonging to a nearby cluster at the exit 

takes value. Thus, each data becomes a member of a cluster at 

the output [44, 45].  

In reinforcement learning, on the other hand, the 

information of what the input data is at the output is not given 

in the network. Exit information is given as to whether it is 

true or false. It is assigned a value of 1 if true and 0 if false. 

According to this the training of the network is performed [46]. 

The deep learning structure represents an advanced 

structure of the convolutional neural network. With the 

convolution process, the features of the input data are 

automatically extracted and added to the next layers sent with 

these attributes.  

The convolution process extracts distinctive features from 

an image. 

In the convolutional neural network, a separate process is 

carried out in each layer and data is transferred to the next layer. 

Each layer performs its own function. Layers in deep learning 

architectures and the operations performed by these layers are 

as follows: 

• Convolution layer: Convolution operation on image 

matrix 3x3, 5x5, 7x7, 9x9, 11x11. 

It is formed by traversing a matrix of size. The specified 

small size matrices are the whole image. 

It hovers over the matrix, highlighting the features in the 

image and a new image matrix is obtained [47].  

• Vgg19 deep learning algorithm: Vgg16 by Oxford 

University Visual Geometry Group. 

It is a 16 convolutional 3 fully connected layer network 

created after the algorithm. Maxpool, a total of 47 layers with 

Fullconnectedlayer, Relulayer, Dropoutlayer and 

Softmaxlayer layers. 

VggNet has a different structure from traditional sequential 

network architecture such as AlexNet.  

• Resnet micro architecture module differs from other 

architectures with its structure. Change between some 

layers ignored and it may be preferable to switch to the 

lower layer. Allowing this situation in the Resnet 

architecture will increase the success rate to higher levels. 

Because the used network is a large network (50 sections); 

Figure 8 shows just the first section. 

 

 
 

Figure 8. First section of used "ResNet-50" model 

 

Table 3 shows some values of the parameters chosen 

through training and testing of the data using the previously 

mentioned model. 

 

Table 3. Values of some parameters used with "ResNet-50" 

model 

 
Parameter Selected Value 

featureLayer fc1000 

MiniBatchSize 32 

Learning Linear 

LossFunction 'crossentropyex' 

Learning Rate 0.01 

 

Results of applying the suggested classification techniques 

will be presented and discussed in the following section. 

 

 

4. RESULTS AND DISCUSSIONS 

 

4.1 For traditional classifiers [1st approach] 

 

First: Looking at all five subject together 

The accuracy of the estimated trials in the test sets is 

determined by the percentage of those that are correctly 

estimated. Based on the features extracted from images of both 

eyes and mouth, the accuracies concerning all subjects and the 

results for each classifier are shown in Table 4. As shown in 

Table 5; the time taken to train the classifier and predict a trial 

state does not exceed 4 seconds. The resulted times are reliable 

and make the system suitable for real-time applications. 

Figure 9 shows the accuracies calculated when applying the 

discussed classifiers for the dataset taken from all five subjects 

together. 

By comparing the accuracies of the proposed classifiers, it 

is clearly shown that random forest (RF) and KNN algorithms 

give the highest accuracies, as they performed 91.94%. 

However, the DiagLDA method gave the lowest results as it 

achieved accuracy of 68.89%.  
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Table 4. "All subjects" [Eyes+Mouth] acc. of classifiers 

 

Classifiers 
The Whole Subjects 5 Subjects as a unit 

Features Used (13) Accuracy 

DiagLDA  Contrast Energy  

Standard Deviation Homogeneity 

Mean Correlation Entropy 

Kurtosis Variance Smoothness 

RMS IDM Skewness 

68.89% 

SVM 

Linear 
90.28% 

KNN N=5 91.94% 

RF T=10 91.94% 

 

Table 5. "All subjects" [Eyes+Mouth] time taken for the 

applied classifiers 

 

Classifiers 

Whole Subjects  

Train Time (sec.) / 

Trial 

Test Time (sec.) / 

Trial 

DiagLDA  0.351463 1.238408 

SVM Linear 0.237492 0.715007 

KNN N=5 0.551861 0.649169 

RF T=10 1.352904 1.861519 

 

 

 
 

Figure 9. Accuracies of the applied classifiers 

 

Table 6. "All subjects" [Eyes-Only] acc. of classifiers 

 

Classifiers 
The Whole Subjects 5 Subjects as a unit 

Features Used (13) Accuracy 

DiagLDA Contrast Energy Standard 

Deviation Homogeneity Mean 

Correlation Entropy Kurtosis 

Variance Smoothness RMS IDM 

Skewness 

68.89% 

SVM 

Linear 
78.89.28% 

KNN N=5 81.39% 

RF T=10 81.39% 

 

For the eyes features only, the accuracies concerning all 

subjects and the results for each classifier are shown in Table 

6. Whereas, Figure 10 shows the accuracies calculated when 

applying the discussed classifiers for the dataset taken from all 

five subjects together. 

 

 

 
 

Figure 10. Accuracies of the applied classifiers 

 

Table 7 and Figure 11 show the accuracies concerning all 

subjects and the results for each classifier when dealing with 

the mouth features only. 

 

Table 7. "All subjects" [Mouth-Only] acc. of classifiers 

 

Classifiers 
The Whole Subjects 5 Subjects as a unit 

13 Features Used Accuracy 

DiagLDA  Contrast Energy Standard 

Deviation Homogeneity Mean 

Correlation Entropy Kurtosis 

Variance Smoothness RMS IDM 

Skewness 

58.61% 

SVM 

Linear 
91.94% 

KNN N=5 91.94% 

RF T=10 91.94% 

 

Second: Looking at each subject individually 

Now every subject is taken separately and the building of 

training and testing data is based on the same criteria (40% as 

Training and the remaining 60% as Testing). 

Based on the features extracted from images of both eyes 

and mouth, the accuracies concerning each subject and the 

results for each classifier are shown in Table 8. 

Figures 12 and 13 show the accuracies calculated when 

applying the discussed classifiers for the dataset taken from 

each five subjects together. 

By comparing the accuracies of the proposed classifiers, it 

is clearly shown that subjects (1), (3), and (5) gave the highest 

performance for all classifiers, as they accomplished 100%. 

However, subject (2) gave the lowest results for all classifiers 

except random forest (RF) as it achieved maximum accuracy 

of 45.83% for the remaining 3 classifiers. 
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Figure 11. Accuracies of the applied classifiers 

 

Table 8. "Subjects 1 - 5" accuracies of the applied classifiers 

 

Classifiers 
Accuracy 

Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 

DiagLDA  100% 45.83% 100% 52.78% 100% 

LSVM  100% 45.83% 100% 47.22% 100% 

KNN N=5 100% 45.83% 100% 52.78% 100% 

RF T=10 100% 54.17% 100% 52.78% 100% 

 

Therefore, four classifiers' performances and evaluation 

measurements will be computed: accuracy, sensitivity, 

specificity, and precision. 

From previously presented work, the full details concerning 

the classifiers' performances and the confusion matrices 

dealing with the features extracted from images of both eyes 

and mouth will be shown in the following part. 

Positive observations mean that the observer is observing 

the target (Fatigue/Drowsy) and negative means that the 

observer is not observing the target (Normal/Alert): 

- "True positives" (T.P.) are observations that are both 

positive and predictable. 

- "False positives" (F.P.): occur when an observation is 

negative, however the prediction is positive. 

- "True negatives" (T.N.): are observations that are both 

negative and predictable. 

- "False negatives" (F.N.): occur when an observation is 

positive, however the prediction is negative. 

 

Table 9. Confusion matrices for all classifiers on the data 

 

DiagLDA 

Actual Value 

(Target) 

Positive  

(Non-Target) 

Negative  

Predicted 

Value 

(Target) Positive  T.P.=113 F.P.=41 

(Non-Target) 

Negative  
F.N.=71 T.N.=135 

LSVM  

Actual Value 

(Target) 

Positive  

(Non-Target) 

Negative  

Predicted 

Value 

(Target) Positive  T.P. = 149 F.P. = 0 

(Non-Target) 

Negative  
F.N. = 35 T.N. = 176 

KNN(N=5) 

Actual Value 

(Target) 

Positive  

(Non-Target) 

Negative  

Predicted 

Value 

(Target) Positive  T.P.=184 F.P.=29 

(Non-Target) 

Negative  
F.N.=0 T.N.=147 

Random Forest(T =10) 

Actual Value 

(Target) 

Positive  

(Non-Target) 

Negative  

Predicted 

Value 

(Target) Positive  T.P.=149 F.P.=0 

(Non-Target) 

Negative  
F.N.=35 T.N.=176 

 

 
 

Figure 12. Accuracies of the applied classifiers on Subjects 1 – 5 
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Figure 13. Accuracies of the applied classifiers on all subjects individually 

 

 
 

Figure 14. ROC Curves of the applied classifiers 

 

The actual and predicted testing data are 360 observations 

(600 observations [Normal and Fatigue] Χ 60% The testing 

part). 

As shown in Table 9, all classes' confusion matrices are 

shown for the four classifiers. 

Table 10 shows the accuracies calculations for the five 

classifiers performed on all participants' (subjects') data using 

all features. 

The Receiver Operating Characteristic (ROC) curve is a 

common visual representation of a classification model's 

output. It summarizes the trade-off between the true positive 

rate (TPR) and the false positive rate (FPR) for various 

likelihood thresholds in a predictive model. ROC curves for 

the four tried classifiers concerning all subjects are shown in 

Figure 14. 

Table 10. Performances calculations for all applied 

classifiers 

 

Classifiers 

From electrodes (F4, FCZ, and O2) for all 

subjects 

Accuracy Precision Sensitivity Specificity 

DiagLDA  68. 8889% 73.3766% 61.4131% 66.8639% 

SVM (Linear) 90.2778% 100% 80.9783% 89.4895% 

KNN (N=5) 92.6952% 86.3849% 100% 92.6952% 

Random Forest 

(T=10) 
90.2778% 100% 80.9783% 89.4895% 

 

Results in Tables 9 and 10 show that all the suggested 

classifiers achieve high performance, except for the 

"DiagLDA" classifier. According to the ROC curves analysis 

shown in Figure 14, the areas under the curves (AUC) of the 
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applied classifiers (SVM[Linear], KNN[N=5], and RF[T=10]) 

yield relatively high results (more than 0.90). Therefore, the 

classifiers presented here are appropriate models. 

 

4.2 For deep learning model [2nd approach] 

 

In this section, the analysis and evaluation of the suggested 

deep neural network model has been carried out.  

Table 11 and Figure 15 depict the confusion matrix for the 

presented model. 

 

Table 11. Confusion matrices for applied CNN model 

regarding the image data from all subjects 

 

Deep Learning 

Resnet-50 

Actual Value 

(Target) 

Positive  

(Non-Target) 

Negative  

Predicted 

Value 

(Target) Positive  T.P.=155 F.P.=0 

(Non-Target) 

Negative  
F.N. = 13 T.N. = 192 

 

 
 

Figure 15. Plotting confusion matrices for applied CNN 

model regarding the image data from all subjects 

 

The performances calculations of the tried CNN model 

performed on all participants' (subjects') are shown in Table 

12. 

The Receiver Operating Characteristic (ROC) Curve is a 

common visual representation of a classification model's 

output. It summarizes the trade-off between the true positive 

rate (TPR) and the false positive rate (FPR) for various 

likelihood thresholds in a predictive model. ROC curve for the 

presented model is shown in Figure 16. 

 

Table 12. Performances calculations for "Resnet-50" 

classifier 

 

Classifier 

From electrodes (F4, FCZ, and O2) for all 

subjects 

Accuracy Precision Sensitivity Specificity 

"Resnet-

50" Deep 

Learning 

Model  

96. 

3889% 
100% 92.2619% 95.9752% 

 

 
 

Figure 16. ROC curves for applied CNN model 

 

4.3 Comparative analysis 

 

Several research groups have used driver face images to 

study driver fatigue detection in recent years to resolve this 

issue. Table 12 describes the related classification methods 

used in some studies. This indicates that the results obtained 

by applying the proposed classification methods were better 

than that presented below in Table 13 despite of utilizing fewer 

features extracted from eyes and mouth driver images. 
 

Table 13. Accuracies from various researchers 
 

# Research Group Acc. Center of Research Technique 

1 Fabian 

Friedrichs  

82.5% The Department of System Theory and Signal 

Processing at Stuttgart University, Germany 

Using a camera-based drowsiness measurement for 

driver state 

2 Wei Zhang 86% Tsinghua University, Department of 

Automotive Engineering, Beijing 100084, 

China, State Key Laboratory of Automotive 

Safety and Energy 

A total of six measures are calculated based on 

percentage of eyelid closure, maximum closure duration, 

the blink frequency, the number of times the eyes open, 

and the speed at which they close. 

3 Ralph Oyini 

Mbouna 

91.1% University of Chungbuk, Cheongju 361-763, 

Korea, Department of Electronics 

Engineering 

This system uses visual features such as the eye index 

(EI), pupil activity (PA), and head pose (HP) in order to 

determine a driver's level of alertness 

4 Eyosiyas 

Tadesse 

93.5% Chinese Convention and Exhibition Center, 

Hong Kong 

To detect drowsiness, they developed a method based on 

Hidden Markov Models (HMMs) to examine the driver's 

facial expressions 

5 Gustavo A 87% Research Laboratory for Intelligent Systems, 

Department of Systems Engineering & 

Automation, University Carlos III of Madrid, 

28911 Leganés, Spain 

With the help of two-dimensional and three-dimensional 

algorithms, the system provides head pose estimation 

and identification of regions of interest 

6 This work 96.4% Misr University for Science and Technology, 

Faculty of Engineering, Giza, Egypt 

Using "Resnet-50" deep learning model as a classifier 
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In traffic safety, detecting driver exhaustion has a clear 

application for warning of driving fatigue, minimizing 

unnecessary driving accidents. Future research should 

concentrate on two areas: 

1- Integrating EEG signals with face images acquired from 

driver to make a hybrid system. 

2- Making our own dataset and validate it.  

The time variability of fatigue data can aid in determining 

the degree of uncertainty in a system's data variables and 

capturing the sensitivity of the obtained results [48, 49]. EEG 

datasets from another online experiment in this study were 

subjected to an offline review. Since the offline and online 

classifications have different features, a follow-up analysis in 

a real-time online experimental setting is required to validate 

the results of this study [26]. 

 

 

5. CONCLUSIONS 

 

An objective system for detecting drowsy driving in a driver 

face image-based framework was suggested in this study. Four 

classifiers were utilized for training and testing data, data was 

preprocessed before extracting feature, and also a deep 

convolutional neural network model was utilized for 

comparison purpose and to demonstrate the efficacy and 

robustness of the proposed method. Since it reported high 

performance especially with the deep learning model, the 

results suggested that this type of technology could be useful 

for detecting drowsy driving. 

It is predicted that an image-based system for drowsiness 

observation in appropriate areas, or a competitive function 

with presented methods, would be feasible. Although, there 

are many problems in the future that will need to be addressed. 

The study needs to be replicated with a large group of people 

and real-time driving images. The reliability and comfort of 

different techniques using other features for real-time 

monitoring of driver drowsiness should be the subject of future 

studies. 
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