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 A meme is an idea or an expression that becomes a trend and usually spreads within a 

culture through imitation, carrying a significant meaning representing a specific concept 

or theme. It represents a particular message by the combination of image and text. An 

enormous number of memes are spread every day via social media platforms to share 

sarcastic, humorous, and offensive messages. Therefore, to control the spread of 

offensive language and propaganda, there is a need for an automated mechanism to 

classify the meme. Considering this, the proposed study aimed to investigate the impact 

of using different data modality i.e., text, images, combined (text and images) for 

memotion analysis using Deep Learning (DL) models. Several pre-trained DL models 

such as ResNet152V2, VGG19, EfficientNetB7 were used for the images. While, 

Convolutional Neural Network (CNN) and CNN+ Long short-term memory (LSTM) 

were implemented for the text classification. Experimental results reveal that the CNN 

model outperformed for the text, and EfficientNetB7 achieved the best performance on 

the images. However, for the multimodal analysis, early fusion technique was used and 

classification was performed using CNN and EfficientNetB7 model. The study found 

that Glove embedding and CNN model using text produced the highest results among 

all the experiments conducted. The model achieved an accuracy, F1-macro, precision, 

and recall of 0.8387, 0.8352, 0.8361, 0.8487, respectively. The results exhibit that the 

proposed model outperforms other baseline studies.  
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1. INTRODUCTION 

 

Nowadays, the ubiquity of the internet and social media has 

given the freedom to the individual to share their views and 

perception easily. Besides, the omnipresence of internet 

memes on social media sites, and the usage in online 

communication. Therefore, it is not confined to one language 

only and led to many benefits such as easy to read, a quick 

laugh [1]. However, some of the companies used in digital 

marketing to grab individual’s attention. Despite of the 

advantages, it sometimes leads to the source of spreading fake 

news or publicizing hate speech. Recently, memes have gained 

great attention in social media and can get viral easily [2]. 

Memes come in every form of social media networks that 

consist of text and images. It is nonverbal communication and 

typically refers to cultural impressions gained from TV shows 

or movies and resonates with people’s thoughts and feelings 

more frequently. Furthermore, the proliferating usage of these 

memes requires an automated process that is more scalable 

compared to using manual analysis [3]. The implication of 

Machine Learning (ML), specifically DL models, has greatly 

enhanced the automated analysis of multimedia data such as 

audio, visual, textual, and videos. Studies have been made on 

the automated generation, sentiment analysis, emotion 

analysis of memes [4]. Therefore, we aimed to develop a DL-

based model that can analyze features used for categorizing a 

meme to their intended semantic meaning. 

The SemEval 2020 shared task on memotion analysis. 

Sharma et al. [5] draw attention to the analysis of memes 

conveyed by sentiment and humor. The challenge involves 

three tasks, first task (A): the sentiment classification of a 

meme (positive, negative, or neutral); second task (B): 

emotion humor classification (humor, sarcasm, offensive, and 

motivational), third task (C) is to scale the level of semantic 

classes sarcasm, humor, and offense conveyed in a meme. 

This paper intends to propose a memotion analysis bimodal 

model for task A to perform memotion analysis as positive, 

negative, and neutral. We aim to develop a model with 

enhanced performance compared to the previous studies 

related to meme classification. Therefore, we compared 

several models using the visual and textual features. Finally, 

we selected and combined the model that achieved the best 

performance. The proposed system will help in many fields, 

such as marketing. Some companies tend to market their 

products through social media, and the customers may share 

their experiences using memes. Therefore, using the proposed 

model, companies can know customer satisfaction. 

Furthermore, it can also help in identifying and controlling 

toxic memes. 

The remaining part of this work is organized as follows: 

Section 2 contains a review of related literature. Section 3 

contains the materials and methods that include dataset 

description, preprocessing, description of the classifiers 

Section 4 presents the experimental setup and results. While 

section 5 contains the conclusion and recommendations 

emanating from this work. 
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2. REVIEW OF RELATED LITERATURE 

 

Nowadays, a meme is one of the buzzwords [6]. A meme is 

a particular behavior, idea, or stylistic method that can be 

conveyed amongst people [7]. These people demonstrate 

similar characteristics, such as a culture that can be 

represented using a meme. Peirson V and Tolunay [4] 

proposed a novel meme generation model that can produce 

relevant information related to the selected caption. This 

model further enhances the meme analysis process by ensuring 

that the system is conditioned not only to images. To this effect, 

the system can generate user-defined information related to the 

chosen meme template resulting in a better understanding of 

the underlying meme content among users. The study also 

suggests that the meme analysis procedure can utilize the pre-

trained Inception-v3 network to an image related to any 

caption. These outcomes are achieved by passing the data 

through an attention-related deep-layer LSTM (Long Short-

Term Memory Recurrent Neural Network) model. The 

identified model ensures that the system generates authentic 

memes that match the real ones. Few attempts have been made 

to classify the meme using ML and DL. However, some of the 

studies proposed the unimodal model considering either the 

text or image features, while others used a multimodal analysis 

using the textual and visual features to classify memes. The 

section below contains some recent studies for memes 

classification using uni and multimodal data.  

Gundapu and Mamidi [8] present a multimodal sentiment 

analysis system to classify the memes as neutral, negative, and 

positive and identify the humor type expressed and measure 

the degree to which a specific effect is expressed, using DL 

techniques such as Convolutional Neural Network (CNN) and 

LSTM. The model combined Computer Vision (CV) and NLP 

(Natural Language Processing) techniques, presents three 

DNN architectures, and compared the result. They found that 

a multimodal NN always performed better for sentiment 

classification and achieved the highest F1-macro of 0.3391. 

Similarly, Bonheme and Grzes [9] developed an efficient 

model that can be used to analyze the various meanings of 

memes. The model was presented in the SemEval 2020 task 8 

competition seeking to provide a concrete explanation of 

algorithms that can be integrated into understanding the 

underpinning models. This competition is geared towards 

understanding three core areas. These areas are determining 

the polarity associated with specific memes, predicting the 

humor linked to a meme, and evaluating the multi-output 

characteristics of a meme, such as offense, sarcasm, and 

humor. Moreover, the selection of the most effective model 

depends on conducting appropriate tuning of the given 

algorithms. The key strength of the proposed work was that 

they tried to explain the importance of these algorithms and 

their instrumental role in their models. To this effect, the 

authors sought to understand the implications of the different 

multimodal representative tactics or data applied during meme 

analysis. Another strength is that it indicates the best way to 

deal with crucial multimodal information. They used datasets 

that contained meme images selected through optical character 

recognition (OCR) and found that alignment-based strategies 

are not effective in meme analysis. 

Furthermore, they found that there is no correlation between 

texts and images. Several ML models were trained, such as 

Random Forest (RF), Gaussian Naïve Bayes (GNB), K 

Nearest Neighbor (KNN), and Multi-Layer Perceptron (MLP), 

along with the embedding technique for the text. Experiments 

were conducted using unimodal and multimodal analysis. For 

the multimodal analysis, fusion, concatenation, and Canonical 

correlation analysis (CCA) were used. KNN achieved the 

highest F1-macro of 0.35 for the memotion of memes using 

images only.  

Keswani et al. [10] presented their approaches for the 

problem in SemEval-2020 Task 8 to classify memes according 

to their emotional sentiment and content. They employed 

unimodal (text only) and bimodal (text and image) with 

different techniques. For multimodal analysis, two models 

were developed, such as Feed Forward Neural Network 

(FFNN) for text and CNN for image, and Multimodal 

Bitransformer (MMBT). However, for the text only, Naïve 

Bayes (NB), FFNN, and BERT techniques were used. The 

results were compared based on the F1-macro, which is the 

official evaluation metric for Memotion Analysis. The study 

achieved the highest result of 0.35 in the unimodal (text only) 

using FFNN with word2vec embedding. However, for the 

multimodal, the best performance was achieved using MMBT 

with the F1-macro of 0.30. 

Similarly, Bejan [11] presents a solution for emotion 

analysis using the MemoSys system submitted in Task 8 of 

SemEval 2020. The study aimed to classify the sentiment of 

internet memes using four different DL models. Among all the 

model combinations, using fine-tuned the BERT base uncased 

model along with the VGG16 using softmax and fusion the 

extracted features, got the highest accuracy result 0.4988, and 

F1-macro of 0.3513 for task A. 

Additionally, a system was introduced by Gupta et al. [12] 

that uses various bimodal fusion strategies to exploit the inter-

modal dependence for emotion and humor classification tasks 

by training each task separately. The system focused on the 

meme’s textual content, visual part, and the fusion of both. 

Furthermore, they used different models and fusion strategies 

to achieve each task’s best performance using F1-macro as the 

evaluation metric. Task A and task B’s best performance was 

achieved using the RoBERTa+ResNet model with early fusion 

strategy, while task C’s best performance was achieved with 

the same model but using late fusion strategy. The highest F1-

macro of 0.357 was achieved using early fusion for the 

sentiment analysis of meme.  

Correspondingly, Singh et al. [13] also emphasize on 

creating a unified network for multimodal meme analysis to 

classify the sentiment, classify the humor, and scale the 

semantic classes. The proposed multi-model can perform all 

three tasks simultaneously by creating an independent network 

for each task. Each task will use a single-layer linear NN for 

classification, then use a linear layer as an aggregator to 

combine the embeddings from different modalities and 

achieve a 0.5915 F1-macro. 

Despite of the studies mentioned above related to the meme 

classification, there is still room for improvement and further 

investigation. There are very few studies in the sentiment 

analysis of memes using the images [14]. The highest result 

was achieved in the study [13] with an F1-macro of 0.5915. 

They found that the memotion analysis of the memes can be 

performed using textual and visual data. The results achieved 

in the study were not satisfactory and needed to be further 

enhanced. Therefore, in the proposed study, we aimed to 

develop a model for the memotion analysis of the memes using 

the SemEval 2020 task 8 dataset with the enhanced outcome 

compared with the baseline studies. Furthermore, the study 

will also investigate the impact of data modalities on the 

memotion analysis of memes. 
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3. MATERIAL AND METHODS 

 

This section will describe the dataset used in the study. 

Moreover, the description of the preprocessing and deep 

learning models used for images, textual and multimodal data 

are also discussed. Lastly, we describe the evaluation 

measures used in the study. Figure 1 contains the block 

diagram of the proposed study.  

 

 
 

Figure 1. Block diagram for the proposed methodology 

 

3.1 Description of the dataset 

 

The study used SemEval 2020 task 8 dataset [15]. The 

dataset consists of 7000 manually annotated memes. In the 

dataset, 6992 memes images with a simple background and 

embedded textual material are present. However, seven 

memes do not contain any text. Therefore, they were not 

considered during the study. Initially, the memes were 

categorized as very positive/ negative, positive, negative, 

neutral. The distribution of memes per category is shown in 

Figure 2. The dataset is highly skewed towards the positive 

class and contains a minimal number of negative classes. In 

order to deal with the huge class imbalance among the 5 

categories in the dataset, it was converted into three categories 

as positive, negative, or neutral. Similar strategy is adopted in 

all benchmark studies [8-13]. After the combination, the 

number of samples per category for the negative class is 631, 

neutral class 2201 and positive class 4160. Moreover, 

combining the positive and very positive as positive and 

negative and very negative as negative class has reduced the 

class imbalance and also the risk of model overfitting.  

 

 
 

Figure 2. Distribution of samples per category in the dataset 

 

3.2 Data preprocessing 

 

During the preprocessing first, the dataset was converted 

into three classes by combining (very positive and positive) as 

positive and (very negative and negative) as negative. After 

the combination, the number of samples for the negative, 

positive, and neutral classes is 631, 4160, and 2201, 

respectively. Moreover, dropna() function was used to remove 

records that contain any null values. For the text preprocessing, 

LabelEncoder from sklearn library was used to encode the 

label class. Additionally, Tokenizer() was used to split the 

sentences into smaller units as tokens and Glove.6.B.100d pre-

trained word vector global vectors for word representation. 

 

3.3 Description of the classifiers 

 

Several classifiers were used for text feature, images and 

multimodal data (text and images). The section below provides 

the description of classifiers used in the study for all the three 

scenarios.  
 

3.3.1 Text classifiers 

For the text classification, two classifiers were used such as 

CNN and CNN+LSTM. 

(1) Convolutional Neural Network  

One kind of Feedforward Neural Network (FFNN) is the 

CNN model. It is a multilayer perceptron with five layers, i.e., 

convolutional layer, pooling layer, and three fully connected 

dense layers. CNN is used for pattern recognition, text 

classification, and image processing. It has several potential 

benefits, including a straightforward layout, fewer training 

parameters, and adaptability [16]. 

In our study we used CNN with the input of 100-

dimensional vectors, embedding, and an output layer with 

‘softmax’ as an activation function for multi-classification. 

The details of CNN five hidden layers are dropout layer with 

0.2 as the rate of frequency, Conv1D layer with five arguments 

250 filters, three kernels, valid padding, ReLU activation 

function, and one stride, then GlobalMaxPooling1D layer, 

dense layer with 250 units, dropout layer with 0.2 as the rate 

of frequency, ReLU activation layer and two dense layers with 

100 and 64 units with ReLU as an activation function. The 

dense layer with three units and ‘softmax’ as an activation 

function is used for the prediction layer. The model is 

compiled with ‘adam’ as an optimizer, while 

‘categorical_crossentropy’ is set for loss. The model is run 

with epoch 50 and batch size 128. Figure 3 shows the structure 

of the CNN model used in the current study. 

 

 
 

Figure 3. Structure of the CNN model for the textual Data 

 

(2) Convolutional Neural Network and Long Short-Term 

Memory 

CNN+LSTM integrates CNN to extract a series of higher-

level phrase definitions, which are then fed into an LSTM to 

produce the sentence representation. It can recognize phrase 

local features as well as global and temporal sentence 

semantics. Using a convolutional layer, CNN+LSTM can 

learn phrase-level features. Sequences of these higher-level 

expressions are then fed into the LSTM to learn long-term 

implementations. When compared to LSTM with 

approximately the same weights and less training time, CNN 

with LSTM achieved better test accuracy [17]. 

Two classifiers were trained and tested the models 
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(CNN+LSTM) using the same input with 100-dimensional 

vectors, embedding, and an output layer with ReLU activation 

function. For the combination of CNN and LSTM, six hidden 

layers are used, i.e., Conv1D layer with five arguments 250 

filters, five kernels, valid padding, ReLU activation function, 

MaxPooling1D layer with a pool size of five, dropout layer 

with 0.2 as the rate of frequency, LSTM layer with 128 units, 

and dense layers with 100 and 64 units having ReLU as an 

activation function. The output layer is a dense layer with three 

units, and ‘softmax’ as an activation function is used for the 

prediction output. The model is compiled with ‘adam’ as an 

optimizer, while ‘categorical_crossentropy’ is set of loss. 

 

3.3.2 Image classifiers 

This section presents three pre-trained models used in the 

study for image classification, i.e., ResNet152V2, VGG19, 

and EfficientNetB7. 

(1) ResNet152V2 

ResNet152V2, a residual neural network, is a pre-trained 

model for image classification tasks. It has initial weights that 

can help to achieve better accuracy when compared with the 

CNN models. The Residual Network (ResNet) is based on a 

CNN structure consisting of convolutional layers in hundreds 

or even in thousands. A large number of convolutional layers 

make the ResNet more efficient in terms of prediction 

performance [18]. ResNetV2 is using batch normalization 

prior to each weight layer which makes it distinct from 

ResNetV1. 

(2) VGG19 

VGG is a very deep CNN for large-scale image recognition 

that has two versions VGG16 and VGG19. Each version has 

different depths, layers, and several parameters. However, 

VGG19 is deeper, expensive, and larger than VGG16, but it 

helps improve the performance of the model. The VGG19 

model architecture consists of 19 trainable layers in the 

network, including three layers: convolutional layers with very 

small receptive fields, hidden layers that use ReLU activation 

as well as max pooling, three fully connected layers, and a 

final layer for softmax function [19]. 

(3) EfficientNetB7 

EfficientNet is one of the pre-trained CNN based on a 

scaling model. It consists of 8 versions from B0 to B7, the 

number symbolizing more parameters, obtaining a very small 

number of parameters to keep it more accurate. The 

EfficientNet model is usually more efficient and accurate than 

other CNN, work by uniformly scaling and balancing all three 

dimensions of neural network depth, width, and resolution. 

Scaling up to deep block layers rather than build a new one as 

other CNN models [20]. Figure 4 explains the structure of the 

EfficientNetB7 model for the visual data.  

 

 
 

Figure 4. Structure of the EfficientNetB7 model for the 

visual data 

 

3.3.3 Fusion model 

The fusion technique is used to merge the data sources soon 

after the features are extracted. This type of fusion technique 

is known as early fusion. The features from the image are 

extracted with EfficientNetB7, while Conv1D is used to 

extract features from the text corpus. The extracted features 

from both sources are then fused by concatenating them to 

create a single feature vector. It was ensured that the feature 

vectors are correctly aligned and suitable for further 

processing. The fused features are then fed into the fully 

connected feed-forward neural network. The structure of the 

neural feed-forward network comprises two hidden dense 

layers with 128 and 64 neurons and ReLU as an activation 

function. The output layer defines with 3 neurons to perform 

classification using softmax as an activation function. The 

configuration of the model includes the Adamx optimizer with 

a learning rate of 0.001, with categorical cross-entropy as a 

loss function and accuracy is an evaluation metric. Figure 5 

represents the structure of the fusion model for the multimodal 

data.  

 

 
 

Figure 5. Structure of the early fusion model for the 

multimodal data 

 

3.4 Evaluation measures 

 

The performance of the proposed models for all the three 

scenarios i.e., textual feature, visual feature, and multimodal 

features (text and image) are compared in terms of accuracy, 

precision, recall and F1-macro. The main evaluation measure 

is F1-macro for SemEval 2020 shared task on memotion 

analysis. Therefore, the performance of the proposed model 

with the baseline studies are compared in terms of F1-macro. 

 
 

4. RESULTS AND DISCUSSION 

 

The proposed models were implemented using python 3.9.1, 

using several libraries such as sklearn, keras, pandas, NumPy, 

and cv2 libraries K-fold cross validation is a technique used 

for partition the data into training and testing. In this technique 

the dataset is divided into K subsets. In each iteration one 

subset is used for testing the model and the remaining subsets 

were used for training the model. However, in the stratified K-

fold cross validation the ratio of the samples in each fold is 

similar to the ratio of the samples in the original dataset. Due 

to the class imbalance in the dataset we used stratified k fold 

cross validation in the current study with the value of K equal 

to 5. The large value of K indicates that most of the data is 

utilized in training the model and less in testing the model. In 

such case the testing error of the model will be low but the 

model will not be robust. Conversely, if the value of k is very 

small then most of the data will utilized in testing and the 

model will be well trained. Therefore, we need to select the 

optimal value of K. During the experiments several values of 

K was investigated and found that k=5 produces the best result. 

For implementing stratified we used StratifiedGroupKFold 

method of sklearn library with n_split parameter is five and 

shuffle is set to false and random_state is equal to none. The 
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training set was further divided into two segments i.e., training 

and validation. The validation segment was used for parameter 

optimization.  

The study used different models for images and text. These 

models were concatenated using fusion to make the prediction 

for multimodal data. Experiments were conducted using 

unimodal and multimodal to investigate the impact of the data 

modalities on the sentiment classification of memes. We 

conducted three sets of experiments: 

Scenario I: Unimodal – The models were trained and tested 

using textual data. 

Scenario II: Unimodal -The models were trained and tested 

using image data. 

Scenario III: Multimodal – The models were trained and 

tested using textual data and image data. 

The performance of the models was compared in terms of 

accuracy, F1-macro, precision, and recall. Experimental 

results indicate that this study has achieved excellent 

performance for unimodal and multimodal data models. Table 

1 shows the performance of the proposed models using 

unimodal and multimodal data on a 7k meme dataset. Initially 

the experiments were conducted using unimodal data to find 

out the best performing model and later in the third scenario 

those models were concatenated to train and test the model 

with the multimodal data. The results in Table 1 indicate that 

CNN model using textual data from the meme outperformed 

the other model i.e., CNN + LSTM. Similarly, EfficientNetB7 

produces the highest results compared with the other two pre-

trained models i.e., ResNet152V2, and VGG19 for the image 

data. Therefore, the CNN and EfficientNetB7 were 

concatenated for the third scenario using the multimodal data. 

The models were combined using early fusion technique. 

As indicated by Table 1 results, the models using merely 

images for memotion analysis shows the worst performance. 

However, the performance of both models for the textual data 

is similar. The integration of the LSTM model with the 

memotion analysis using text has not enhanced the results. 

Nonetheless, it has a little lower performance. The 

contribution of the textual data in the memotion analysis is 

significant. As the result of the multimodality and unimodal 

(textual) is higher than the unimodal (image). However, the 

recall of EfficientNetB7 using visual data is higher than the 

CNN+EfficientNetB7 using combined data.  

Additionally, the performance of the proposed study was 

compared with the baseline studies. The baseline studies listed 

in the Table 2 were all the previous studies that used a 7k 

meme dataset for the sentiment analysis (Task A). The results 

were compared based on the F1-macro, which is the official 

evaluation metric for Memotion Analysis. The findings of the 

current study confirmed the hypothesis by Keswani et al. [10] 

that memotion analysis of the memes can be effectively 

performed using textual data. While Gundapu and Mamidi [8] 

achieved the highest F1-macro of 0.3391 using the Multi-

model Neural Network (MNN). They found that extracting the 

image features using inception-V3 and concatenating with the 

textual features extracting using the embedding produced the 

highest outcome. Conversely, in the current study, the results 

produced by using the fusion technique has not enhanced the 

results as compared to results produced using the textual 

features.  

However, the studies [9-12] have achieved similar results, 

although their findings were different. Bonheme and Grzes [9] 

found no correlation among the features extracted from the 

images and text. Therefore, concatenation of the features 

didn’t enhance the model performance. The study found that 

sentiment analysis of the memes can be effectively performed 

using the features extracted from the images rather than using 

the textual caption or the combined modality data. On the other 

side [10] found that features extracted from text using 

Word2Vec and performed classification using FFNN 

produced the best results. However, interms of the data 

modalities the findings of [11–13] were similar, they found 

that combining the multimodal data enhanced the prediction 

of the meme sentiment. Bejan [11] has used the BERT for 

embedding the textual features while optimized version of the 

BERT model i.e., RoBERTa was used by Gupta et al. [12]. 

While for the image feature different pretrained models were 

used. However, the results achieved in both the studies were 

similar. It can be concluded from the results achieved in 

studies [11], that RoBERTa didn’t enhanced the F1-macro of 

the models [12]. Similarly, Singh et al. [13] also found that 

using the BERT embedding for textual features and 

concatenating with the image features produced the highest 

results. However, in the current study we found that processing 

the textual features using Glove embedding outperformed the 

results achieved by using either image or multimodal data. 

 

Table 1. Memotion Classification result for 7k meme dataset using unimodal and multimodal data 

 
Scenario Model Modality Accuracy F1- macro Precision Recall 

I 
CNN 

Text 
0.8387 0.8352 0.8361 0.8487 

CNN + LSTM 0.8244 0.8229 0.8223 0.8328 

II 

ResNet152V2 

Image 

0.4954 0.3907 0.4932 0.4954 

VGG19 0.4182 0.4289 0.4582 0.4182 

EfficientNetB7 0.5728 0.4410 0.4477 0.5728 

III CNN+ EfficientNetB7 Text+ Image 0.5966 0.7473 0.5966 0.5005 

 

Table 2. Comparison between the benchmark and the proposed study 

 
Study Modality Technique F1-macro 

[8] Text + image NN 0.3391 

[9] Images KNN 0.35 

[10] Text FFNN 0.35 

[11] Text + Image BERT + VGG using Softmax 0.3513 

[12] Text + Image RoBERTa+ResNet 0.357 

[13] Text + Image BERT+NN 0.5915 

Proposed study Text CNN 0.8352 
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5. CONCLUSION AND RECOMMENDATION

To conclude, in this study, we developed several models for 

memotion analysis using different deep learning models for 

unimodal (text, image) data and multimodal data. The study 

aimed to investigate the impact of the textual and visual data 

on the memotion analysis, and we develop a model that can 

effectively perform the sentiment classification. The study 

found that text can be used to perform sentiment analysis more 

effectively as compared to the other data modality i.e., only 

image and multimodal (image and text). CNN model with 

Glove embedding outperformed the other models in terms of 

accuracy, F1-macro, precision, and recall. Furthermore, the 

proposed model outperformed the baseline studies for 

SemEval 2020 Task 8, A, i.e., memotion analysis (positive, 

neutral, negative). Despite these advantages, there is a further 

need for improvement. As the dataset is highly skewed 

towards the positive class, there is a need to investigate the 

performance of the proposed model using a balanced dataset. 

Lastly, topic modeling needs to be integrated into social 

images for domain awareness. 
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