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In the past years, significant efforts have been made for new theories and models of 

descriptors for Content-Based Image Retrieval systems and many effective descriptors, 

which use color and texture, have been established. This article presents the analysis and 

modifications of descriptors that use color and texture for the image retrieval task. To 

provide a complete detailed, and fair analysis, exposing weaknesses in descriptors and ideas 

to correct them. We evaluated descriptors that use color and texture, with image sets and 

metrics found in the literature. We compared classical descriptors that only use one low-

level characteristic with descriptors that use color and texture. The analysis showed 

discrepancies between the model and the implementation of one of the descriptors, as well 

as the descriptors with the best performance, their main weaknesses, and complications 

when we trying to correct them. likewise, we present variants that improve the image 

retrieval in some cases. 
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1. INTRODUCTION

Content-based image retrieval (CBIR) systems are used in 

different areas of knowledge [1-7], however, there are still 

problems in this type of systems such as user interaction; 

segmentation; dimensionality reduction and Indexing; high-

level image features; Deep learning; Privacy-preserving; and 

Video retrieval [8]. Some of these problems focus on reducing 

the semantic gap, which refers to the difference between what 

a user is looking for in the recovery and what the system 

retrieves [9, 10]. The semantic gap can be related to the 

descriptors, CBIR systems mainly use low-level features to 

represent images such as: color, shape, texture, and spatial 

position. However, users not only look for relationships in 

low-level features, but also look for relationships in high-level 

features, such as activities, places, objects, emotions, among 

others [8]. This difference between what the user is looking for 

and what the system retrieves, could be due to difficulties in 

representing high-level semantics, since low-level descriptors 

will hardly be directly related to high-level concepts [11]. 

Papers have been found in the literature proposing the use 

of various descriptors [12-22], some classical descriptors used 

are proposed by the MPEG-7 standard [23], as well as 

improvements based on visual theories. Some improvements 

use more than one low-level feature of the image, to obtain 

descriptors that represent features of a higher level, to relate 

more directly or better represent high-level features.  

Many proposals use the relationship between texture and 

color. The descriptors are mainly based on “Textons”, which 

is based on Julesz's Textons theory [24], as is the case of the 

descriptor “Micro-structure descriptor” (MSD) proposed by 

Liu et al. [25], where it uses the relationship of two low-level 

features, color and texture, making use of what they call 

“microstructures”. The authors consider microstructures as an 

evolution to Textons since they use both color and texture. 

Subsequent years saw proposed improvements to this 

descriptor such as the “Correlated MicroStructure Descriptor” 

(CMSD) descriptor [26], which unlike MSD the CMSD 

identifies microstructures by establishing correlations between 

texture orientation, color, and intensity features. CMSD also 

obtains edge direction differently from MSD by adding 45° 

and 135° diagonal edges. Likewise, the “Structure Elements' 

Descriptor” (SED) presented by Wang, X. and Wang, Z. [27], 

is another example of descriptors using both color and texture, 

SED, a scaled invariant descriptor, is based on structures 

detected in a quantized image, using 5 different structure 

elements: 0°; 90°; 45°; 135°; and no direction. There are other 

descriptors in the literature that are based on feature 

integration theory, one of the most recent is the “Multi-

Integration Features Histogram” (MIFH) descriptor [28], 

which uses color and edge features for image representation. 

Although different types of descriptors using more than one 

low-level feature have been proposed in the literature, they 

still need to be analyzed and improved, since there is not much 

information about them. 

This paper presents an analysis of some of the descriptors 

present in the literature that use both color and texture to 

describe the image in CBIR systems, as well as different 

proposals for adjustments and modifications to two of the best 

evaluated descriptors, considering some of the weaknesses 

detected. The Section 2 shows the analysis performed on the 

descriptors; the Section 3 presents the improvement proposals, 

based on the weaknesses detected in the analysis, and the 

experiments; finally, the Section 4 lists the conclusions 

obtained. 

2. DESCRIPTOR ANALYSIS

Four descriptors from the literature using both color and 
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texture were analyzed: MSD, CMSD, SED and MIFH. Also, 

two descriptors present in the MPEG-7 standard used in CBIR 

systems were considered to compare the performance of the 

descriptors compared to descriptors that only use a low-level 

feature. A color descriptor “Color Layout Descriptor” (CLD) 

and a texture descriptor “Edge Histogram Descriptor” (EHD) 

were chosen. In order to evaluate the performance of the 

descriptors in Level 2 and Level 3, from the levels proposed 

by Eakins and Graham [29], four sets of images used in the 

literature were selected, three of them with conceptual classes, 

and one with object classes. Likewise, four metrics were 

selected, including the one proposed by the MPEG-7 standard.  

 

2.1 Image sets and metrics 

 

For this analysis we used three sets obtained from Corel 

Photo Gallery [30], the Dataset Corel-1k [31], which has 1,000 

images divided into 10 classes such as people, beach, Rome, 

etc. The Dataset Corel-5k, contains 5,000 images divided into 

50 classes such as bridge, art, crab, frozen, etc. And the image 

set “Corel Database for Content based Image Retrieval” [32], 

called in this work Corel-CBIR, which contains 10,800 images 

divided into 80 unbalanced concept groups, e.g., autumn, 

aviation, bonsai, castle, cloud, etc. Likewise, Caltech-101 [33], 

with a total of 9,146 images distributed in 101 object classes. 

Four metrics, taken from the studies [8, 34], were selected 

to performance an objectively evaluation of the descriptors in 

image retrieval: Precision P, which is defined in Eq. (1); 

Recall R, defined in Eq. (2). 

 

𝑃 = |𝐾|−1 ∑ 𝑟(𝑥𝑛)

𝐾

𝑛=1

 (1) 

  

𝑅 = |𝐾|−1𝑅𝑞 (2) 
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𝑛=1

 (3) 
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 (5) 
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𝑄
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Mean Average Precision MAP, which is defined with four 

equations Eqns. (3-6); and the metric proposed by the MPEG-

7 standard, Average Normalized Modified Retrieval Rank 

𝐴𝑁𝑀𝑅𝑅, which can be defined in six equations Eqns. (6-12). 
 

𝑅𝑎𝑛𝑘𝑘 = {
𝑅𝑎𝑛𝑘𝑘 , 𝑖𝑓 𝑅𝑎𝑛𝑘𝑘 ≤ 𝐾𝑞;

1.25 ×  𝐾𝑞 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
 (7) 

  

𝐾𝑞 = 𝑚𝑖𝑛{4 × 𝑅𝑞 , 2 × 𝑚𝑎𝑥[𝑅𝑞 , ∀𝑞]} (8) 
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𝑀𝑅𝑅𝑞 = 𝐴𝑉𝑅𝑞 − 0.5 × [1 + 𝑅𝑞] (10) 

  

𝑁𝑀𝑅𝑅𝑞 =
𝑀𝑅𝑅𝑞

1.25 × 𝑘𝑞 − 0.5 × [1 + 𝑅𝑞]
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where, Pk is the precision to the image at position k, K the total 

number of retrieved images, xn the retrieved image at position 

n, Rq is the total number of images in the class for query q, and 

Q is the total number of queries performed. In ANMRR, for the 

images belonging to the same class as the query image, Rankk 

is assigned according to their position in the retrieval, 

punishing the evaluation with respect to Kq, where Kq is 

adjusted considering the number of images in the query class 

and the images in the classes of all queries performed. AVRq 

can be defined as the average Rank for the query, MRRq as a 

modified retrieval Rank, which is normalized to obtain NMRRq, 

and finally, the average of all queries results in the ANMRR. 

The four metrics result in a value between zero and one, 

which is considered as a percentage, except for the ANMRR 

metric that indicates a better retrieval a value close to zero, in 

the rest of the metrics the percentage closest to 100% is 

considered a better result. 

 

2.2 Evaluation 

 

For evaluation, we performed queries using only color 

images, so we eliminated grayscale images, we taken 100 of 

the 101 classes in Caltech-101. Likewise, we considered the 

six descriptors. In the case of the CMSD, we used our own 

implementation, because we detected that the author's code did 

not faithfully follow the model. In the case of the MIFH 

descriptor, we considered the best combination, since the 

authors do not present it in their work. In general, for the 

evaluations we taken 10 random images, as query images per 

class, giving a total of 100 queries per descriptor, in the case 

of Corel-1k; 500 with Corel-5k; 800 with Corel-CBIR; and 

1,000 for Caltech-101. For practical purposes and considering 

that people seek to have a result in the first retrieves, the 

system was set at 𝐾 =  12 , that means, the first 12 most 

relevant images of each query. 

We analyzed the CMSD code provided by the authors, since 

throughout the analysis, we detected some discrepancies 

between the algorithm and the proposed model. In general, the 

discrepancies are centered on the omission or union of values, 

which caused the values 72 and 88 to be obtained with 0, and 

the value 78 to be contaminated with equivocally variables. 

Also, the use of the 𝑠𝑖𝑛 and 𝑐𝑜𝑠 function of Matlab in radians 

and not in degrees; and finally, a discrepancy in the conversion 

of cylindrical coordinates to cartesian coordinates. An 

example of the differences between the code provided and the 

model, is shown in Figure 1, where shows the histograms of 

image 716 in horse class from Corel-1k, the descriptor 

provided by the authors is set as “a”, and the corrected one 

following the model as “b”. 

We decided to take the same image that is used as an 

example in the article where the descriptor is proposed, to find 

coincidences between the descriptor provided and the data 

shows in the author's paper. We found that the descriptor 

provided, which does not faithfully follow the model, delivers 

the same result shown in the images of their article, likewise, 
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as shown in Figure 1. The feature vector obtained differs with 

respect to the corrected descriptor, so there is a possibility that 

the results obtained in their article were made with a version 

of the descriptor that does not follow the model faithfully. For 

this reason, we decided to evaluate both versions of the 

descriptor, to see if the discrepancies affected the performance 

of the descriptor. 

 

 
(a) CMSD code provided 

 
(b) CMSD code corrected 

 

Figure 1. Histograms of the descriptor CMSD 

 

The results of the evaluation using the four metrics, with the 

Corel-1k, Corel-5k, and Caltech 101 image sets, are shown in 

Tables 1-3, where the best result is highlighted with “bold”. 

The evaluation showed that the descriptor correcting the 

discrepancies between the model and the algorithm, obtained 

better results on average, so it was decided to use this version 

of the algorithm, for the subsequent experiments. 

 

Table 1. CMSD evaluation with Corel-1k  

 
 P R MAP ANMRR 

Provided 75.66% 9.08% 8.40% 1.41% 

Corrected 77.33% 9.28% 8.64% 1.31% 

 

Table 2. CMSD evaluation with Corel-5k  

 
 P R MAP ANMRR 

Provided 32.48% 3.90% 2.90% 4.00% 

Corrected 34.10% 4.09% 3.05% 3.90% 

 

Table 3. CMSD evaluation with Caltech-101  

 
 P R MAP ANMRR 

Provided 10.16% 1.56% 0.99% 4.58% 

Corrected 10.90% 1.71% 1.09% 4.54% 

 

With respect to the MIFH descriptor, the literature did not 

establish the value of Δ𝑥  and Δ𝑦  for obtaining the co-

occurrence, as well as the type of sub-sampling performed, so 

an evaluation was performed with different combinations, 

using average (AVG); minimum (MIN); and maximum 

(MAX), for sub-sampling, and three combinations of Δ𝑥 and 

Δ𝑦, which gave a total of nine combinations. For the evaluation, 

the metrics and image sets Corel-1k (Table 4) and Corel-5k 

(Table 5) were used, from the evaluation, the combination that 

was considered the most stable and with the best results was 

taken, in this case the combination AVG-01. 

Table 4. Evaluation of MIFH combinations with Corel-1k  

 

 P R MAP ANMRR 

AVG-11 73.58% 8.83% 7.93% 1.54% 

AVG-10 72.58% 8.71% 7.95% 1.59% 

AVG-01 75.00% 9.00% 8.21% 1.45% 

MAX-11 73.50% 8.82% 8.06% 1.54% 

MAX-10 74.33% 8.92% 8.15% 1.49% 

MAX-01 73.75% 8.85% 8.07% 1.53% 

MIN-11 74.08% 8.89% 7.97% 1.51% 

MIN-10 73.58% 8.83% 7.94% 1.54% 

MIN-01 74.00% 8.88% 8.04% 1.51% 

 

Table 5. Evaluation of MIFH combinations with Corel-5k  

 
 P R MAP ANMRR 

AVG-11 28.88% 3.46% 2.40% 4.21% 

AVG-10 28.72% 3.44% 2.40% 4.22% 

AVG-01 28.78% 3.45% 2.43% 4.22% 

MAX-11 27.82% 3.33% 2.30% 4.28% 

MAX-10 28.43% 3.40% 2.35% 4.24% 

MAX-01 28.55% 3.42% 2.37% 4.24% 

MIN-11 28.25% 3.38% 2.37% 4.25% 

MIN-10 28.22% 3.38% 2.34% 4.25% 

MIN-01 28.75% 3.44% 2.41% 4.22% 

 

 
 

Figure 2. Images in Caltech-101 

 

Table 6. Results with Corel-1k  

 
 P R MAP ANMRR 

CLD 49.00% 5.88% 4.92% 3.02% 

EHD 56.58% 6.79% 5.70% 2.56% 

MSD 70.75% 8.49% 7.58% 1.70% 

CMSD 77.33% 9.28% 8.64% 1.31% 

SED 61.17% 7.34% 6.28% 2.27% 

MIFH 75.00% 9.00% 8.21% 1.45% 

 

Table 7. Results with Corel-5k  

 
 P R MAP ANMRR 

CLD 10.22% 1.23% 0.64% 5.37% 

EHD 10.33% 1.24% 0.68% 5.37% 

MSD 26.50% 3.18% 2.20% 4.37% 

CMSD 34.10% 4.09% 3.05% 3.90% 

SED 26.80% 3.22% 2.26% 4.35% 

MIFH 28.78% 3.45% 2.43% 4.22% 

 

Table 8. Results with Corel-CBIR  

 
 P R MAP ANMRR 

CLD 21.38% 2.29% 1.76% 1.84% 

EHD 23.41% 2.45% 1.83% 1.79% 

MSD 25.68% 2.76% 2.01% 1.73% 

CMSD 37.27% 3.99% 3.27% 1.45% 

SED 23.14% 2.47% 1.70% 1.79% 

MIFH 32.04% 3.45% 2.66% 1.57% 
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Table 9. Results with Caltech-101 

 

 P R MAP ANMRR 

CLD 14.26% 2.18% 1.59% 4.43% 

EHD 20.43% 3.57% 2.63% 4.10% 

MSD 8.87% 1.35% 0.87% 4.63% 

CMSD 10.90% 1.71% 1.09% 4.54% 

SED 7.50% 1.17% 0.69% 4.67% 

MIFH 10.51% 1.58% 1.03% 4.57% 

 

 
(a) Images in flying objects class 

 
(b) Images in airplanes class 

 

Figure 3. Images in Corel-5k 

 

The evaluation was carried out with the rest of the 

descriptors, with the adjustments recommended by the authors. 

The results are shown in Table 6-9. Where we observed that 

the CMSD and MIFH descriptors delivered better results in the 

Corel-1k, Corel-5k and Corel-CBIR datasets. However, in the 

Caltech-101 dataset, which has object categories, and some of 

the classes contain non-real images, i.e., drawings or cartoons, 

as shown in Figure 2. The descriptors of the MPEG-7 standard 

stood out, with EHD being the best evaluated. This could be 

since the descriptors proposed by the standard are oriented to 

retrievals in terms of shape, color, and textures, which are 

better defined in Caltech-101. 

Apparently, retrieval with concept classes improves using 

descriptors that use more than one low-level feature, however, 

when retrieval is performed on images with object classes and 

with illustrations, descriptors representing one low-level 

feature performed better. Despite this, it would remain to 

analyze and test the results, using more sets of images, with 

object classes. In general, the most complicated classes for 

most of the descriptors are those referring to a specific place, 

since they contained a great diversity of contents with no 

apparent visual relationship, as well as classes with contents 

like another, as shown in Figure 3 which presents examples of 

images in the class airplanes and the class flying objects of 

Corel-5k. 

 

2.3 Weakness detection 

 

In the evaluation, we detected some problematic images and 

classes, some of the retrievals presented errors apparently 

unrelated to the query image such as images 1, 6, and 8 shown 

in Figure 4. Weakness detection focused on the best 

performing descriptors in the evaluation, in this case the 

descriptors CMSD and MIFH. To detect areas within the 

images that could affect the retrieval. We coded a system to 

select and cut parts of a query image, looking for a relationship 

between an area or part of the image and the erroneous images, 

trying to detect the reason for confusion and weaknesses in the 

descriptors. Figure 5 shows a retrieval performed with the 

system, where the recovered images are shown with a slice of 

the query image of Figure 4, placing as name the coordinates 

of crop. 

 

 
 

Figure 4. Flower retrieval with CMSD 

 

We detected in some retrieves that the confusion could be 

due to the information introduced by areas in the background. 

because in the queries performed with a crop of the 

background area, the unwanted images were retrieved in a 

better position, even in some situations, the retrieve got others 

similar unwanted images. However, in some cases we did not 

find a relationship between a specific area of the image and the 

unwanted image, so the confusion was not due to a specific 

area. 

 

 
 

Figure 5. Retrieval using crop of flowers image 

 

We found that the images could have a relationship in the 

direction or proportion of textures and color, despite not being 

distributed in the same way. i.e., Figure 6 despite not having 

an apparent visual relationship, have a similar perspective, and 

contain similar colors, when quantified, and despite having 

different textures, they maintain some proportions, in relation 

to texture-color. Likewise, it was observed that queries on 

saturated images or with a low variety of colors, i.e., with a 

poorly distributed color histogram, retrieved saturated images, 

even though they were not the same colors, as the case shown 

in Figure 7. 

Looking for the possible weaknesses responsible for the 

unwanted image retrieved, an attempt was made to induce 

undesired retrievals by selecting images that had 
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characteristics that could be cause an erroneous retrieval. An 

analysis of the images considered as problematic was 

performed, obtaining their difference histograms, as shown in 

Figure 8, for each of the values in the feature vector, with the 

intention of obtaining values within the vector that caused the 

confusion, or values that could be used to avoid it. 

 

 
 

Figure 6. Beach retrieval with CMSD 

 

 
 

Figure 7. Horse retrieval with MIFH 

 

 
 

Figure 8. Histogram differences of horse query with MIFH 

 

In the experiment we found that the values that caused 

confusion were often the values with zero in the color 

histogram. In the case of the CMSD the saturated images 

looked similarity in the color histogram since the only thing 

that differentiated them from the 72 color values were 6 to 10 

values having a total of 62 to 66 values the same since there 

were no colors in that range. In the case of the MIFH descriptor, 

despite not having more than 54 color values, presented a 

similarly case, since by generalizing the color more, the colors 

that apparently was different, the quantification considered the 

same value. 

To find the most or least discriminant values, we chose to 

calculate the dispersion measures of the feature vector. We 

used the Range Eq. (13), the standard deviation Eq. (14) and 

the coefficient of variation Eq. (15). Where 𝑋 is the population; 

𝑥  each of its elements; 𝑁 , the amount of data; and μ  the 

average. With the dispersion measures we looked for values 

with wide ranges, a small standard deviation between class 

images and large between classes, and with a coefficient of 

variation greater than 26%. This was to detect the most 

discriminating values and conversely to detect values that 

were not very discriminating. 

 

𝑅𝑎𝑛𝑔𝑒 = max(𝑋) − min(𝑋) (13) 

  

σ = √
∑(𝑥 − μ)2

𝑁
 (14) 

  

𝐶𝑉 =
σ

μ
 (15) 

 

During the evaluation we found that the descriptor values in 

general did not behave in an equivalent way, varying their 

discrimination in each class, and apart from the null values, no 

specific value was detected that did not discriminate or 

discriminated more than the others. In the case of the MIFH 

descriptor, it was found that the values where the edges of the 

image were represented, from value 55 to 102, had values that 

were apparently not very discriminating and could even be 

causing confusion. In general, the last five values of each of 

the edge feature integration, i.e., the values [66, 67,…,70, 81, 

82,…, 86, 98, 99,…, 102]. Since the majority images obtained 

a zero, and in some other cases only the values [1.3863, 1.0986, 

0.69315], and with no apparent relationship between classes. 

 

2.4 Discussion 

 

Some of the errors are due to problems in the image sets, 

since there are classes that are very similar, or that have very 

varied contents, as is the case of the classes that belong to a 

specific region, for example, the Roma class. Likewise, there 

are images that could well belong to more than one class, or 

that have more information of another class than the one in 

which they are labeled. It appears that using more than one 

low-level feature of the image decreases its effectiveness in 

lower-level retrieval queries. In general, MIFH and CMSD can 

be considered as the best performing descriptors, however, 

they seem to be sensitive to the background of the images, as 

it introduces information that affects retrieval, more so in cases 

where the background is present in a higher percentage than 

the object of interest. As well as in cases where the background 

is present in a higher percentage than the object of interest. The 

descriptors also give great importance to color, in the CMSD 

descriptor 82% of the vector belongs to color, and in the case 

of MIFH, despite being less than 53%, the color histogram is 

directly obtained from the HSV color space, it means, depend 

entirely on the color of the image, not on a relation, unlike 

CMSD. On the other hand, the generalization of color by 

quantization causes that, apparently different colors are 

cataloged as the same, since from 224 they become 72 and 54 
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colors, respectively. In addition, some values in the feature 

vectors of the descriptors seem to be unrepresentative, which 

could be causing erroneous retrievals. 

 

 

3. EXPERIMENTS AND RESULTS 

 

To analyze ways to remedy some of the weaknesses found, 

experiments are presented with a series of adjustments and 

changes in the MIFH and CMSD descriptors, considering their 

best version, being these the ones that on average obtained the 

best results in the evaluation. The experiments will be 

performed using the four sets of images and the four metrics, 

following the same specifications as stated in Section 2 and 

using the same query images. The first part details the settings, 

modifications and results obtained with the MIFH descriptor, 

followed by the variants and results obtained with the CMSD 

descriptor. 

 

3.1 MIFH descriptor 

 

The MIFH descriptor presented some apparently 

unrepresentative values in its feature vector, some of them 

were null and we did not find apparent relationship between 

images and values. Therefore, two adjustments were made to 

try to avoid the possible confusion induced by these values. 

 MIFH-V1. It follows the same model as MIFH; 

however, it removes the last five values of each edge 

integration, giving a vector of eighty-seven features, these 

being the values that appeared most frequently at zero. 

 MIFH-V2. Attempts to reduce the values at zero 

without removing information that could be relevant in 

retrieval by grouping the last five values of each edge 

integration into a single value, resulting in a vector of length 

ninety. 

Likewise, having a wide range when performing the edge 

integration, the quantification in MIFH could cause loss of 

relevant information, so two modifications were made trying 

not to lose relevant information. 

 MIFH-V3. Quantify the value in each of the four edge 

maps in 2 bins, giving a total of 16 bins for the first integration. 

Considering that the third edge integration is a sub-sampling 

of the second integration, the sub-samples of the second edge 

integration maps are taken and quantified into 8 bins each, 

giving a total of 32 bins. The result is a vector with the same 

dimension as the original MIFH. 

 MIFH-V4. It follows the same MIFH model by 

walking the quantization process in sixteen bins, using the 

normalization of each edge integration, quantizing in ranges of 

0.05 in the first ten values, 0.075 in the next four, and finally 

0.1 in the last quantization values. This way it does not 

generalize too much in the smaller values of the integration, 

which we observed contains more information. 

During the evaluation, it was detected that the background 

color of the image caused a retrieval of images belonging to 

another class with similar background colors. To prevent the 

background color from affecting the retrieval, a modification 

was performed. 

 MIFH-V5. divides the image into nine sub-images 

and gives weights to the colors in each sub-image, using the 

edges. If the areas of interest in the image have more edge 

information, the color histogram of the descriptor gives more 

weight to the colors present in areas with more edge 

information, making increments of 0.05 in the weights given 

to each sub-image.  

We decided to combine variants to try to improve the 

retrieval. MIFH-V6, is the combination of MIFH-V1 with 

MIFH-V3, MIFH-V6 use the same quantified method of 

MIFH-V3 but removes the last five values of each edge 

integration. The combination of MIFH-V1 and MIFH-V5 is 

MIFH-V7, this combination gives weights to the colors, and 

removes the last five values of each edge integration. MIFH-

V8, use the same quantified method of MIFH-V3 and gives 

weights to the colors like MIFH-V5. Finally, MIFH-V9 is the 

combination of MIFH-V6 and MIFH-V5, using the same 

quantified method of MIFH-V3, but gives weights to the color, 

and removes the last five values of each edge integration. The 

results obtained with the proposed variants are shown in Table 

10-13, with the results that exceed the original descriptor in 

“bold”. 
 

Table 10. MIFH adjustments with Corel-1k 
 

 P R MAP ANMRR 

MIFH-V1 75.67% 9.08% 8.35% 1.41% 

MIFH-V2 75.42% 9.05% 8.34% 1.43% 

MIFH-V3 75.33% 9.04% 8.21% 1.44% 

MIFH-V4 74.17% 8.90% 8.21% 1.50% 

MIFH-V5 74.58% 8.95% 8.25% 1.47% 

MIFH-V6 74.92% 8.99% 8.19% 1.46% 

MIFH-V7 74.92% 8.99% 8.29% 1.46% 

MIFH-V8 74.42% 8.93% 8.12% 1.49% 

MIFH-V9 74.92% 8.99% 8.21% 1.46% 

 

Table 11. MIFH adjustments with Corel-5k 
 

 P R MAP ANMRR 

MIFH-V1 28.92% 3.47% 2.44% 4.22% 

MIFH-V2 28.82% 3.46% 2.44% 4.22% 

MIFH-V3 29.27% 3.51% 2.46% 4.20% 

MIFH-V4 28.77% 3.45% 2.43% 4.22% 

MIFH-V5 29.27% 3.51% 2.48% 4.19% 

MIFH-V6 29.47% 3.54% 2.48% 4.18% 

MIFH-V7 29.17% 3.50% 2.48% 4.20% 

MIFH-V8 29.42% 3.53% 2.48% 4.19% 

MIFH-V9 29.68% 3.56% 2.50% 4.17% 

 

Table 12. MIFH adjustments with Corel-CBIR 
 

 P R MAP ANMRR 

MIFH-V1 31.96% 3.44% 2.67% 1.57% 

MIFH-V2 31.97% 3.44% 2.65% 1.57% 

MIFH-V3 31.56% 3.39% 2.60% 1.58% 

MIFH-V4 31.32% 3.38% 2.60% 1.58% 

MIFH-V5 31.92% 3.42% 2.65% 1.57% 

MIFH-V6 31.58% 3.39% 2.59% 1.58% 

MIFH-V7 31.94% 3.43% 2.65% 1.57% 

MIFH-V8 31.02% 3.32% 2.54% 1.60% 

MIFH-V9 31.18% 3.34% 2.55% 1.59% 

 

Table 13. MIFH adjustments with Caltech-101 
 

 P R MAP ANMRR 

MIFH-V1 10.46% 1.57% 1.03% 4.57% 

MIFH-V2 10.42% 1.56% 1.03% 4.57% 

MIFH-V3 10.60% 1.61% 1.05% 4.56% 

MIFH-V4 10.46% 1.59% 1.03% 4.57% 

MIFH-V5 10.46% 1.58% 1.04% 4.57% 

MIFH-V6 10.52% 1.59% 1.03% 4.57% 

MIFH-V7 10.51% 1.58% 1.04% 4.57% 

MIFH-V8 10.56% 1.62% 1.07% 4.56% 

MIFH-V9 10.56% 1.61% 1.05% 4.56% 
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We observed that the variants improve in some metrics and 

in certain sets, however, it is not possible to obtain a stable 

variant that surpasses the original descriptor, which is possibly 

because some of the variants, despite strengthening a 

weakness, increased or generated a new weakness. An 

example is shown in Figures 9-10, where retrieval with MIFH 

and MIFH-V5 is presented, in a class where the MIFH 

descriptor performs very well since most of the images have 

the same white background, which affects the MIFH-V5 

variant, since, by not considering the background relevant, it 

retrieves in better position unwanted images, which have a 

similar color to the object of interest. 

The result shows that MIFH-V3 was the most stable variant 

in average, since it obtains better results than the original 

MIFH in three of the four image datasets, however, it would 

be necessary to experiment with different quantification bins 

to improve the results even in the Corel-CBIR image set. In 

this way it could be considered a possible option to improve 

the performance of the descriptor. 

 

 
 

Figure 9. Dinosaur retrieval with MIFH 

 

 
 

Figure 10. Dinosaur retrieval with MIFH-V5 

 

3.2 CMSD descriptor 

 

The CMSD descriptor gave the best results in the evaluation. 

However, it is limited to small structures, so it was decided to 

integrate more sizes of structures, scaling the input image in a 

pyramidal way, thus obtaining in the smaller images larger 

structures present in the image. Following this idea, three 

variants are presented:  

 CMSD-V1. Which concatenates the vectors of each 

rescaled image, with a scale of two, so that the size of new 

scaled image is one quarter that of the original image, the 

variant re-scaling the image three times, thus obtaining four 

vectors, so that generated a vector of 88 × 4 = 352 values of 

length.  

 CMSD-V2. Follows the same way that CMSD-V1 

but it merges the vectors of each image into a single vector of 

88 length. 

 CMSD-V3. Unlike the other variants and considering 

that we are looking for larger structures and we require less 

color detail, in each re-scaled image we modify the 

quantization bins in the color map, in order to reduce the 

feature vector, reducing the quantization bin of the H channel 

of the HSV color space one by one, it means, if we use 

recommended bins of the CMSD descriptor, the maximum 

depth of the re-scaled image is eight. In this case we re-scale 

the image three times, so that generated a vector of 298 values 

of length. 

Likewise, we made an adjustment to the similarity measure 

used, calculating the sum of the distances Manhattan Eq. (16), 

for each feature vector by dividing them by the size of the 

vector length, as shown in Eq. (17), to avoid that a feature has 

a higher relevance. 

 

𝐷(𝑠, 𝑞) = ∑|𝑠𝑖 − 𝑞𝑖|

𝑁𝑓

𝑖=1

 (16) 

  

𝑀3(𝑠, 𝑞) = ∑
∑ |𝑠𝑖

𝑐 − 𝑞𝑖
𝑐|

𝑁𝑓
𝑐

𝑖=1

𝑁𝑓
𝑐

𝐶

𝑐=1

 (17) 

 

where, s is set as the vector of an image, q the vector of the 

query image, Nf the length of the feature vector, 𝑠𝑐 and qc the 

vector of each of its C features, and 𝑁𝑓
𝑐 its length. In the case 

of CMSD it is set as C=3, since it considers edge, color, and 

intensity. The results are shown in Tables 14-17, where 

CMSD-V4; CMSD-V5; and CMSD-V6, refers to the results 

using the CMSD-V1; CMSD-V2; and CMSD-V3 with the 

modified Manhattan distance measure respectively. 

 

Table 14. CMSD adjustments with Corel-1k 

 
 P R MAP ANMRR 

CMSD-V1 77.08% 9.25% 8.68% 1.33% 

CMSD-V2 76.08% 9.13% 8.49% 1.39% 

CMSD-V3 79.08% 9.49% 8.91% 1.21% 

CMSD-V4 76.83% 9.22% 8.47% 1.35% 

CMSD-V5 75.25% 9.03% 8.25% 1.44% 

CMSD-V6 76.42% 9.17% 8.52% 1.37% 

 

We observed that the variants in general fail to outperform 

the original. However, it is improved in the Caltech-101 

dataset, so apparently the use of different size structures could 

help, to improve the retrieval at level two, which refers to 

objects. CMSD-V3 was the most stable variant, since it 

obtained better results on three of the four image datasets than 

the original. So apparently the reduction of color detail can 

27



 

benefit in the detection of larger structures, only in the one by 

one reduction in the quantization bins of the H channel in HSV 

color space. 

 

Table 15. CMSD adjustments with Corel-5k 

 
 P R MAP ANMRR 

CMSD-V1 30.95% 3.71% 2.72% 4.09% 

CMSD-V2 29.97% 3.60% 2.60% 4.15% 

CMSD-V3 32.22% 3.87% 2.89% 4.02% 

CMSD-V4 25.37% 3.04% 2.12% 4.43% 

CMSD-V5 23.17% 2.78% 1.83% 4.56% 

CMSD-V6 26.97% 3.24% 2.28% 4.33% 

 

Table 16. CMSD adjustments with Corel-CBIR 

 

 P R MAP ANMRR 

CMSD-V1 37.04% 3.99% 3.23% 1.45% 

CMSD-V2 34.67% 3.73% 2.96% 1.50% 

CMSD-V3 37.34% 4.02% 3.27% 1.44% 

CMSD-V4 36.03% 3.85% 3.09% 1.48% 

CMSD-V5 30.75% 3.27% 2.50% 1.61% 

CMSD-V6 37.18% 3.97% 3.23% 1.45% 

 

Table 17. CMSD adjustments with Caltech-101 

 
 P R MAP ANMRR 

CMSD-V1 11.36% 1.85% 1.21% 4.51% 

CMSD-V2 10.90% 1.76% 1.15% 4.53% 

CMSD-V3 11.64% 1.87% 1.23% 4.50% 

CMSD-V4 13.57% 2.25% 1.55% 4.41% 

CMSD-V5 12.44% 2.00% 1.37% 4.47% 

CMSD-V6 13.64% 2.25% 1.55% 4.41% 

 

 

4. CONCLUSIONS 

 

The combined use of texture and color to describe images 

seems to improve the representation of images retrievals in 

conceptual classes, however, it does not seem to improve in 

object classes. In average, the descriptors CMSD and MIFH 

show better results than the rest. In spite of this, we can 

mentioned three possible weaknesses, related to unwanted 

images in the retrieval, or without an apparent relation to the 

query image: one of them is color, both its representation and 

its importance; sensitivity to background information; and 

finally, some weaknesses in the representation, since there are 

values within their vectors that are not very representative and 

despite the fact that the descriptors analyzed consider the 

relationship between two image features, unwanted images are 

still obtained very similar to those of a low-level descriptor, 

since they tend to give greater importance to a feature. 

In the experiments, some variants perform better than the 

original descriptors, especially in level 2 retrievals. However, 

it would be necessary to study in which type of images they 

work better than the current ones, since they are still not stable 

enough to maintain the best result in all the sets, so their use 

would be recommended in specific cases. In addition, it is 

necessary to study and evaluate the variants with other 

combinations and adjustments, such as changing the 

quantification method. The modifying descriptors to address a 

weakness may affect their performance by generating new 

weaknesses, so it is not an easy task. Therefore, the area 

required research and information, since they could not only 

benefit image retrieval systems, but also any other system that 

requires image analysis. Since most systems currently use 

descriptors that represent a low-level feature and do not 

consider the relationships between them, losing relevant 

information that is not found directly in the image, information 

that could facilitate its analysis or relate more directly to high-

level features. 
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