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 Multi-source image series vary in quality. To fuse the feature information of multi-source 

image series, it is necessary to deeply explore the relevant registration and fusion techniques. 

The existing techniques of image registration and fusion lack a unified multi-feature-based 

algorithm framework, and fail to achieve real-time accurate registration. To solve these 

problems, this paper probes into the artificial intelligence (AI) registration of image series 

based on multiple features. Firstly, the Harris corner detector was selected to extract the 

corners of multi-source image series, before explaining and improving the flow of the 

algorithm. In addition, the deep convolutional neural network (DCNN) VGG16 was 

improved to extract the features of multi-source image series. Finally, the spatial 

transformation network was adopted to pre-register the image series, and the image series 

was deformed and restored based on the region-constrained moving least squares. The 

proposed registration algorithm was proved effective through experiments. 
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1. INTRODUCTION 

 

Image registration, which is crucial to image processing, 

can combine the image information from multiple sources, and 

help people understand the current image or scene more 

clearly and comprehensively, thereby meeting various 

practical needs [1-9]. 

The same shooting equipment can generate multiple frames 

of images. The multi-source image series produced by 

different shooting equipment from different perspective at 

different time vary in quality [10-17]. Through comprehensive 

analysis of multi-source image series, it is possible to 

synthetize the image feature information of interest for future 

research [18-20]. Therefore, it is of great theoretical and 

practical significance to study the registration and fusion 

techniques of multi-source image series. 

In the field of medical image processing, Dolly et al. [21] 

stabilized the medical images acquired from different modes 

to eliminate jitter artifacts, and further fused the treated images, 

enabling doctors to visualize the composite features of 

computed tomography (CT) and magnetic resonance imaging 

(MRI). Each pair of images were aligned to ensure parameter 

registration, which in turn supports effective mixing and 

superposition and guarantees diagnosis correctness. Mingjun 

et al. [22] proposed a fast, memory-efficient registration 

algorithm for image series-based computer visual applications: 

Firstly, a series of feature points were generated by a new 

scheme unrelated to image contents; Then, reliable pairs of 

feature points were obtained through forward and backward 

tracking. Chen et al. [23] improved the feature-based series 

comparison approach, and combined it with the feature-based 

image registration method. Experiment results show that the 

combined strategy increased the alignment accuracy of the X-

axis and Y-axis. The effectiveness of the strategy was also 

demonstrated by applying the registration results to 

spatiotemporal super-resolution reconstruction. 

In recent years, multi-mode cameras, consisting of red-

green-blue (RGB) sensors and infrared (IR) sensors, are 

increasingly adopted in monitoring and robot applications. 

The traditional computer vision method, which maps image 

pairs using pixel intensity or image features, is not suitable for 

RGB/IR image pairs. With the aid of variational optimization, 

Kirby and Whitaker [24] mapped the optical flow field 

calculated from different wavelength images, making up for 

the lack of common features in RGB/IR image pairs. Their 

approach was tested on synthetic optical flow fields, and the 

actual image series created by multi-mode binocular stereo 

RGB/IR cameras. Fan et al. [25] proposed a rapid and effective 

registration algorithm for drone image series. The algorithm 

covers three main steps, namely, feature extraction, feature 

point tracking, and matrix estimation. A series of experiments 

were conducted on different image series. The experimental 

results reveal the good image registration effect of the 

algorithm: the mean registration time was 0.3s. 

After many years of development, image series registration 

has yielded many research results. But lots of problems are yet 

to be addressed: wrong feature matching abounds, due to the 

presence of every edge information of the original image; no 

unified algorithm framework is available based on multiple 

features. Meanwhile, the constant updates of image shooting 

equipment, as well as the development of image processing 

techniques, raise more and more strict requirements on the 

real-time performance and automation of image series 

registration. Therefore, this paper probes into the artificial 

intelligence (AI) registration of image series based on multiple 

features. Section 2 selects the Harris corner detector to extract 

the corners of multi-source image series, and details the 

original and improved schemes of the algorithm. Section 3 

extracts the features of multi-source image series with the deep 

convolutional neural network (DCNN) VGG16, pre-register 

the image series by the spatial transformation network, and 

deforms and restores the image series based on the region-

Traitement du Signal 
Vol. 39, No. 1, February, 2022, pp. 221-227 

 

Journal homepage: http://iieta.org/journals/ts 
 

221

https://crossmark.crossref.org/dialog/?doi=10.18280/ts.390122&domain=pdf


 

constrained moving least squares. Experimental results 

confirm the effectiveness of the proposed registration 

algorithm [26, 27]. 

 

 

2. FEATURE POINT EXTRACTION 

 

When it comes to feature-based image registration, one of 

the difficulties is how to extract features like feature points, 

edge features, and regional features. The effectiveness of 

image features is critical to the accurate registration of multi-

source image series, and exerts a huge effect on subsequent 

tasks of image processing. 

Corners play a decisive role in obtaining the target contours 

of multi-source image series. The classic detection methods 

include Moravec corner detector, SUSAN (smallest univalue 

segment assimilating nucleus) corner detector, MIC 

(minimum change of intensity) corner detector, and Harris 

corner detector. Among them, Harris corner detector was 

selected to extract the corners of multi-source image series, by 

virtue of its excellent performance on the noise map. 

 

 
 

Figure 1. Four directions of the target pixel 

 

Harris corner detector is an improvement of Moravec corner 

detector, which can be implemented in two steps. The first step 

is to compute the value of interest INT for each pixel. Figure 

1 shows the four directions of the target pixel. In the θ×θ 

window centering on the target pixel (d, s), the quadratic sum 

of the grayscale difference between the adjacent pixels in the 

four directions of the target pixel can be calculated by: 
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where, l=int(θ/2). The minimum among the quadratic sums in 

the four directions is selected as the INT of the target pixel (d, 

s). Next is to set the threshold, and define the candidate corner 

as a pixel with an INT greater than the preset threshold. 

The defects of Moravec corner detector are solved to obtain 

the Harris corner detector. Firstly, the grayscale variation of 

the image window is expanded based on the first-order 

derivative, so that it can fully characterize the grayscale 

variation in each direction. Besides, Gaussian window 

weighting is performed to minimize the interference of image 

noise. The updated grayscale variation of the image window 

can be calculated by: 
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The first-order derivative can be approximately expressed 

as A=SU(-1,0,1)=∂SU/∂a,B=SU(-1,0,1)=∂SU/∂b, where 

θv, u=r-(v2+u2)/(2ε2) is the standard Gaussian function. Then, 

formula (2) can be simplified as: 
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Let  denote convolutional operation. We have:  
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The corner judgement criterion can be redefined as:  
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where, N is a 2×2 symmetric matrix: 𝑁 = [
𝑋 𝑍
𝑍 𝑌

]. 

It can be found that the change of Ra,b is closely correlated 

with the local autocorrelation function of the image, which 

carries both direction and texture features. The shape of Ra,b at 

the origin can be characterized by N. In other words, the main 

curvature of the local autocorrelation function is proportional 

to the two eigenvalues γ and δ. Therefore, both γ and δ can be 

sued to depict the rotational invariance of image features. 

Special consideration should be given to the following three 

cases: 

(1) If γ and δ are both small, the function curve is straight, 

and the brightness of the window area can be regarded as 

approximately constant; 

(2) If one of γ and δ is big and the other is small, then the 

function curve will be tall in the middle and shallow on the 

two sides, and can be displayed as an edge; 

(3) If γ and δ are both big, the curve would change abruptly 

from the tall center to the low sides, and exhibit as a corner. 

To accurately measure the angle of a pixel, it is necessary to 

examine and analyze γ and δ. For simplicity of eigenvalue 

computing, the trace and determinant of N can be given by: 
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Further, the angle response function can be defined. Let l be 

a constant specific to the Gaussian function and differential 

template. Then, the angle response function can be defined as:  

 

( ) ( )2NTRAlNDETS •−=
 

(7) 

 

where, l=τ/1+τ2; 1/τ<γ/δ<τ. 

 

 
 

Figure 2. Flow of the improved operator 

 

During the image series matching based on multiple feature 

points, the most effective way to overcome the limitations of 

image quality and feature extractors is to screen multiple 

feature points to be matched. Thus, this paper screens the 

corners detected by Harris corner detector, using the 

neighborhood non-maximum suppression (NMS) and global 

suppression. The goal is to ensure the uniform distribution of 

angles. The specific flow is shown in Figure 2. 

 

 

3. AI REGISTRATION 

 

At present, both feature fusion and feature enhancement, 

capable of making a more reasonable feature description, have 

exhibited their advantage in image registration. However, 

these image registration methods are limited by the use of one 

or two feature points, which contain shallow information only. 

Neural network-based models provide new solutions to the 

description of multi-feature images. Therefore, this paper 

selects the improved DCNN VGG16 to extract the features of 

multi-source image series. Firstly, transfer learning is adopted 

to fix the weights and optimize the fully connected layer of the 

neural network model. Next, the feature points extracted from 

multiple image series are compiled into a set of control points, 

which limits the registration range of multi-source image 

series. In this way, the image registration becomes more 

precise. 

This paper improves the VGG16 by dividing the fully 

connected layer into two layers. One of them has 4,096 nodes, 

and the other has 4 nodes. In addition, the original softmax 

layer is replaced with a softmax classifier with 4 class labels. 

 

3.1 VGG16-based feature extraction 

 

VGG16 extracts features through convolutional operations. 

Figure 3 explains the process of convolutional operations. Let 

lk
ow be the kernel of the size o, w on the k-th layer; χ be the 

bias of each feature mapping; ak
ij be the output of the k-th layer; 

i, j be the height of the two-dimensional (2D) vector; g be the 

rectified linear unit (ReLU) activation function. Then, the 

convolutional operation can be expressed as: 
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Figure 3. Sketch map of convolutional operations 

 

To give VGG16 the ability of nonlinear mapping, this paper 

employs ReLU as the activation function, in view of its fast 

convergence and non-saturability. The nonlinear factor was 

introduced to the function, aiming to speed up the learning, 

and reduce the error of backpropagation. The modified ReLU 

can be expressed as: 
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When the input is a≥0, the activation function outputs 1; 

when the input is a<0, the activation function outputs 0. 

Besides, max pooling was adopted to reduce the 

dimensionality of the convolutional outputs, with the aim to 

reduce the size of image features, simplify the computing 

process, and retain as much texture information as possible. 

Let ai,j, ai+1,j, ai,j+1, and ai+1, j+1 be the four parameters in the 

pooling domain; max be the maximization function. Then, the 

result of max pooling bMP can be calculated by: 
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The last max pooling layer is followed by a fully connected 

layer and a softmax classifier, which classifies its input into l 
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classes. The output of the softmax classifier indicates the 

probability of an image series sample belonging to a class: 
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During the iterative network training, the network 

parameters need to be optimized through backpropagation. Let 

1{b(i)=j} be the indicative function. Then, the loss function can 

be defined as: 
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The probability for PDci to belong to the j-th class can be 

expressed as:  
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When the equation within the braces of the indicative 

function holds, the loss is 1; when that equation does not hold, 

the loss is 0. Hence, the loss function LOSS only retains one 

of the terms in the summation operation. At this time, class j 

is the class of the image series sample:  
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3.2 Pre-registration and registration 

 

 
 

Figure 4. Principle of spatial transformation network 

 
 

Figure 5. Process of forward propagation 

 

 
 

Figure 6. Flow of image series registration 

 

In the multi-feature image series to be registered, some 

images may undergo deformations like rotation, scaling, and 

translation, owing to the position change of cameras. Based on 

templates, the traditional registration methods generally 

consume a long time to search through the deformed images. 

This paper pre-registers the image series by the spatial 

transformation network, aiming to realize the adaptive 

transformation of the image series and shorten the time of 

image registration. The principle of the spatial transformation 

network is explained in Figure 4. It can be seen that the affine 

transformation coefficient can be generated by the spatial 

invariance between the target image series and the reference 

image. The target image series can enter spontaneous 

geometric change, according to the generated affine transform 

coefficient, and achieve the effect of pre-registration and 

initial correction. Figure 5 shows the mechanism of forward 

propagation. 

The region-constrained moving least squares was adopted 

for deformation and restoration to realize high-quality local 

registration of multi-source image series, without inducing 

global deformation of image series. Figure 6 explains the 

whole flow of image series registration.  

Let o be the set of feature control points of the target image 

series; w be the set of regional feature points; oi and wi be the 

point sets of control points, o∈{O*
i}, w∈{W*

i}; G be the 

deformation function; NLT be the linear transformation term; 

Φ be the translation term. For any pixel u in the image series, 

a deformation function can be set up Gu(a) =Na+Φ, and 

simplified for the following optimization problem: 
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Let γ be the parameter adjusting the shape change effect. 

The weight of a point in the control point set oi can be 

expressed as: 
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The solution to the optimization problem can be expressed 

as:  
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Let q* and o* be the weighting center. Then, we have:  
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Using the closed solution of NLT, Gu can be updated by: 
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where, o'i=oi-o; w'i=wi-w. Let o be the set of fixed points 

through the deformation of point sets. Then, we have: 
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Let Ψj=(u-o*)(Σio'iΦωio'i)ωjo'jΦ be the scalar of image 

deformation speed determined by u and o; uf1 and uf2 two 

angles on the horizontal direction in the region of pixel u, 

respectively; u*f1 and u*f2 be the two angles after the 

transformation, respectively; uf1 and uf2 be two angles on the 

vertical direction in the region of pixel u, respectively; u*f1 and 

u*f2 be the two angles after the transformation, respectively; 

ωf and ωu be the constrain weights in the horizontal direction 

and the vertical direction, respectively. To enhance the local 

structural constraint of the image series, the following 

constraint can be added: 
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where, v satisfies the equation u=vuf1+(1-v)uf2; ξ satisfies the 

equation u=ξuu1+(1-ξ)uu2. The desired transformation model 

can be obtained by solving the optimal result of formula (21) 

with moving least squares. 

 

 

4. EXPERIMENTS AND RESULTS ANALYSIS 

 

Based on the extracted image series features, the 

registration firstly relies on Harris corner detector to identify 

the corners, and then extracts the feature maps, according to 

the image series feature points outputted by the improved 

VGG16. Further, the feature maps are imported to the spatial 

transformation network for pre-registration of image series. 

Finally, the pre-registration results are deformed, restored, and 

resampled by region constraint-based moving least squares. 

This paper compares image series pre-registration, the fully-

connected properties of CNNs with different layers, and 

composite convolution features of four different kernel sizes. 

Tables 1 and 2 present the features on different layers of the 

image series extracted by original and improved VGG16, 

respectively. It can be observed that the image series 

registration features extracted by the second fully-connected 

layer were better than those of any other layer, as suggested by 

the relatively small RMSE and number of correctly matched 

points. In terms of the composite convolution features, 

CONV1-3 clearly outperformed CONV4, indicating that the 

kernel size directly affects the registration effect of composite 

convolution features. 

 

Table 1. Improved image registration precision 

 
Features FC1 FC2 CONV1 CONV2 CONV3 CONV4 

Series 1 

RMSE 0.0417 0.0412 0.0423 0.0426 0.0411 0.0462 

Jackknife 

RMSE 
0.0465 0.0454 0.0445 0.0418 0.0434 0.0459 

Number of correctly matched points 71 73 75 74 71 68 

Series 2 

RMSE 0.0814 0.0794 0.0815 0.0809 0.0827 0.0859 

Jackknife 

RMSE 
0.0919 0.0905 0.0911 0.0914 0.0906 0.0915 

Number of correctly matched points 33 35 29 24 28 26 

Series 3 

RMSE 0.0284 0.0275 0.0275 0.0299 0.0268 0.0319 

Jackknife 

RMSE 
0.0371 0.0329 0.0383 0.0348 0.0362 0.0418 

Number of correctly matched points 47 52 51 54 48 45 
Note: RMSE is short for root-mean-square-error. The same below 

225



 

 

Table 2. Image registration precision before the improvement 

 
Features FC1 FC2 CONV1 CONV2 CONV3 CONV4 

Series 1 

RMSE 0.0436 0.0428 0.0449 0.0428 0.0449 0.0529 

Jackknife 

RMSE 
0.0482 0.0468 0.0493 0.0427 0.0468 0.0472 

Number of correctly matched points 67 72 74 78 74 21 

Series 2 

RMSE 0.0828 0.0836 0.0861 0.0827 0.0818 0.0952 

Jackknife 

RMSE 
0.0927 0.0948 0.0937 0.0917 0.0928 0.0962 

Number of correctly matched points 25 22 26 25 28 21 

Series 3 

RMSE 0.0372 0.0362 0.0372 0.0362 0.0372 0.0419 

Jackknife 

RMSE 
0.0327 0.0384 0.0327 0.0372 0.0358 0.0443 

Number of correctly matched points 45 48 53 51 54 48 

 

 
(a) 

 
(b) 

 
(c) 

 

Figure 7. Image series matching quantities under different 

transformations 

 

Comparative experiments were designed based on different 

transformations (e.g., rotation, scaling, and brightness change) 

to further evaluate the robustness of Harris corner detector in 

detecting angles, and the proposed region-constrained moving 

least squares facing different various transforms on the image 

series. The rotation angle was changed by an interval of 5°, 

and the scaling and brightness change was designed with an 

interval of 0.1 (unit: pixel and lumen). The high-performance 

layers of CONV1-3 and FC2 were tested. The number of 

correctly matched points were counted after different 

transformations. The results (Figure 7) show that the orange 

curve, which represents the features outputted by FC2, 

outshined all the other curves under different transformations, 

while CONV3 achieved the best effect in scaling. 

 

 

5. CONCLUSIONS 

 

This paper mainly investigates the AI registration of image 

series with various features. Specifically, the Harris corner 

detector was called to extract the corners of multi-source 

image series, and the original and improved algorithms were 

described in details. After that, VGG16 was improved to 

extract the features of multi-source image series. Then, the 

spatial transformation network was employed for pre-

registration of the image series, and the region-constrained 

moving least squares was used to deform and restore the image 

series. Through experiments, the image registration precisions 

of the original and improved VGG16 were compared, the 

high-performance layers of CONV1-3 and FC2 were tested, 

and the number of correctly matched points were counted after 

different transformations. The results show that the F2 features 

of our model work excellently under different transformations, 

and our model achieves a high effectiveness. 
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