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 It is a great challenge to understand user evaluation of library service quality based on short 

review texts. This is because short texts are limited in length and lack context support. What 

is worse, the polysemes and emojis in short texts make the literal emotions of these texts 

rather ambiguous and variable. The variability is often overlooked in previous research on 

service quality evaluation, which reduces the accuracy of automatic analysis methods. 

Considering the effects of polysemes and emojis in short texts, this paper introduces 

probabilistic linguistic term sets (PLTS) and support vector machine (SVM) to establish a 

framework for emotional classification of library service quality (FECLSQ). Every word 

and emoji were converted into the corresponding PLTS to depict the probability of the 

word/emoji belonging to each sentiment polarity, making short text sentiment analysis more 

accurate. Through supervised learning of corpuses, the authors established the PLTSs of 

polysemes, and context sentiment weight dictionary (CSWD), and coupled them with the 

FECLSQ for sentiment analysis and application of text sets with various themes. The 

proposed approach was utilized to correctly evaluate library service quality.  
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1. INTRODUCTION 

 

As informatization goes deeper, online services cut down 

the cost of book management, and provide the service objects 

with a convenient platform to express personal opinions [1]. 

These opinions, which convey personal emotional tendencies, 

facilitate the understanding of problems in the service process, 

and the reasonable evaluation of the services received by users. 

Different users often have varied views and emotional 

tendencies of the process and outcome of the same service. 

With a good understanding of this phenomenon, decision-

makers could formulate reasonable management measures to 

improve service quality and user experience. To understand 

user ideas, the important information is generally processed 

through the natural language processing (NLP) technique of 

text sentiment analysis. Currently, sentiment analysis is 

widely used in online service evaluation [2], various 

recommendation systems [3], public opinion analysis [4], and 

many other fields [5]. For example, the text sentiment analysis 

of user reviews on the book management platform yields a 

user-service relationship model, and provides a user-side 

quantitative model that supports the improvement of service 

quality. The latter model is particularly important, for the 

service-side does not always provide services that are really 

needed by users. Therefore, the service providers would 

usually set up an evaluation index of the themes, people, and 

services [6]. 

As shown in Figure 1, the current methods for text 

sentiment analysis mainly fall into two categories: dictionary-

based methods and machine learning methods. 

 

 
 

Figure 1. Methods of text sentiment analysis 

 

In most dictionary-based methods, the sentiment polarity 

score of a word is represented as a real number. If the number 

is greater than zero, the word is labeled as positive; if the 

number is smaller than zero, the word is labeled as negative; if 

the number equals zero, the word is labeled as neutral. 

Sentiment analysis methods rely heavily on sentiment 

dictionaries and related tools. General Inquiry (GI) [7], one of 

the earliest sentiment dictionaries for artificial classification, 

has been widely used in sociology, psychology, economics, 

and anthropology [8]. Each word in this dictionary has one or 

more positive or negative labels. But GI does not specify the 

intensity of each sentiment label. Hence, the dictionary is not 
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suitable for fine-grained sentiment analysis. TextBlob (TB) [9] 

is an open-source library involving sentiment analysis. It 

consists of a dictionary of adjectives that often appear in 

reviews, supplemented with regular expressions. TB 

calculates the polarity intensity of a given text, and adjusts the 

polarity score in [-1.0, 1.0] by regulating the word frequency 

of adjectives and conjunctions. Valence Aware Dictionary and 

Sentiment Reasoner (VADER) [10], as a rule-based tool for 

sentiment analysis, is particularly suitable for processing the 

sentiments in social media. In VADER, the polarity intensity 

is rated by ten human reviewers, and the ratings fall within [-

4, 4]. SentiWordNet (SWN) [11] is an opinion mining 

dictionary based on WordNet.8, where each word has one or 

more synonym sets. SWN assigns two sentiment scores to 

each synonym set: a positive score (PosScore) and a negative 

score (NegScore). Both scores range from 0 to 1, and are 

computed by a complex combination of semi-supervised 

algorithms. Although SWN contains a large vocabulary, most 

synonyms lack reliable polarity labels. 

SenticNet (SCN) provides an open sentiment perception 

resource [12]. The SCN dictionary incorporates common-

sense concepts like anger, adoration, sorrow, and admiration, 

and differentiates them using four sentiment dimensions 

(pleasantness, attention, sensitivity, and aptitude). Based on 

the bag-of-words (BOW) model, the SCN does not simply 

determine the polarity intensity by co-occurring word 

frequency. The intensity of sentiment polarity in SCN belongs 

to [-1, 1]. 

The artificial construction of sentiment dictionaries costs 

too much time and manpower. Therefore, many scholars 

explored the ways to automatically recognize sentiment 

features [13]. One of these methods is Naive Bayes (NB) 

classifier [14], which relies on Bayesian probability and 

assumes that the feature probabilities are independent of each 

other. Logistic regression (LR) [15] is a general machine 

learning technique that can be viewed as a generalized linear 

model. Unlike NB and LR, support vector machine (SVM) [16] 

is a non-probabilistic classifier that builds a hyperplane in a 

high-dimensional space, separates data points, and then 

performs classification. Jalilvand and Salim [17] compared the 

sentiment classification performance of NB, SVM, and 

maximum entropy classification (MEC), revealing that SVM 

is the best performer. 

Except for SWM, almost all dictionaries ignore the issue of 

polysemy. Even SWN does not assign the probability of 

occurrence to each synonym set. Khan et al. [18] regarded the 

mean sentiment score of SWN synonym set as the sentiment 

score of the same word. Yet this approach also leads to 

information loss and bias. In machine learning, vector space 

models are a common way to represent text documents, and 

each dimension corresponds to a specific word. The value and 

weight of the word are calculated according to the word 

frequency. 

The problem is that most methods overlook word variability, 

and treat the sentiment polarity of words as being constant. 

Sentiment analysis of short texts is more challenging than the 

analysis of typical sentences and documents, owing to the 

limited context and polysemy. Polysemes make it particularly 

difficult to analyze the sentiment of a short text. As shown in 

Figure 2, the word “funny” can describe someone or 

something that makes you laugh or smile, e.g., “a funny story”. 

However, “funny” can also express negative emotions, as in 

“my head bad begun to ache and my stomach felt funny.” It is 

not uncommon for a word to have both positive and negative 

connotations. Since the sentiment polarity of words fluctuates 

with the context, it is not reasonable to express the sentiment 

information of a word with real numbers. Otherwise, the 

information will get lost, and the ambiguity and uncertainty of 

human language will go unnoticed. In machine learning, the 

BOW model and word embedding models (e.g., word2vec) 

ignore the issue of semantic variation. Short texts lack 

contextual information and contain spelling errors that 

challenge machine learning methods. Therefore, the same 

word needs to be described by a set of possible sentiment 

polarities, during sentiment analysis. 

There is an abundance of non-verbal cues (intonation, facial 

expressions, and body movements) in face-to-face 

conversations. Similarly, many emotional cues are contained 

in text messages, such as the capitalizing all letters in English 

words, repeating a letter or modal particle in a word, and 

ending a sentence with multiple punctuations [19]. The new 

generations of Internet users are increasingly inclined to use 

emojis in reviews and messages. Whether it is a small face that 

directly expresses facial expressions or a graph that only 

illustrates objects, every emoji is utilized similarly: (1) It is 

mostly placed at the end of sentences; (2) It is used similarly 

to express excitement and depression; (3) It is used to express 

intimacy through jokes; (4) It is a manifestation of social rules 

[20]. The existing studies have confirmed that the collocation 

of text contents with different emotional tendencies and facial 

emojis will lead to different results [21]. As shown in Figure 

3, neutral text information + emoji with emotional tendency = 

emotion induction; text information with emotional tendency 

+ emoji with consistent emotional tendency = a relatively high 

emotion induction [22]. Nonetheless, positive words plus 

negative emojis will only reduce the level of positive emotions, 

rather than change the original meaning of the words and 

induce negative emotions in readers. The inverse is also true. 

It is also worth noting that the number of emojis at the end of 

the sentence makes no difference. As shown in Figure 3, 

adding three “dozens of banknotes”, or “sleeping” emojis does 

not significantly enhance sentiment polarity [22]. 

 

 
 

Figure 2. Different uses of the word “funny” 

 

 
 

Figure 3. Sentiment enhancement by emojis [22] 
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As an expression of emotion, emoji is different from other 

non-verbal cues in conversation in that its use is conscious and 

active [23]. A special case may arise: The sender’s choice of 

emojis is not a response to his/her real sentiment, but an 

intentional behavior called emotion work: the individual 

efforts of emotional expression management, with the aim to 

maintain his/her role [24]. The combination of sentiment and 

text, especially that with polysemes, poses additional 

challenges to sentiment analysis of short texts. 

The ambiguity and uncertainty of languages can be 

described by probabilistic linguistic term sets (PLTS), whose 

definition and basic operations were initially given by Pang et 

al. [25]. However, the operation values of PLTS may be 

beyond the scope of the given linguistic term set, causing 

possible loss of language information. Gou et al. solved the 

problem by redefining richer logical operations [26, 27]. 

Zhang et al. [28] applied PLTS to evaluate investment risk, 

and created a new concept called probabilistic linguistic 

preference relation (PLPR). Peng et al. [29] presented a cloud 

decision support model named probabilistic linguistic 

integrated cloud (PLIC) for hotel selection on tripadvisor.com. 

Focusing on multi-criteria decision-making, Liao et al. [30] 

put forward a probabilistic linguistic linear programming 

(PLLP) method to evaluate the level of hospitals in China. 

Tian et al. [31] came up with a multi-criteria decision-making 

method based on PLTS and evidence-based reasoning. Luo et 

al. [32] used PLTS to assess the sustainability of constructed 

wetlands. Krishankumar [33] developed a decision framework 

based on PLPR. PLTS has been extensively applied in group 

decision making (GMD). For instance, Wu and Liao [34] 

proposed a comprehensive multiple criteria group decision 

making method (MCGDMC) with PLTS based on consensus 

measures and outranking methods. 

Therefore, this paper introduces PLTS and related theories 

into sentiment analysis of short texts, and designs a novel 

PLTS-based framework for emotional classification of library 

service quality (PLTS-FECLSQ), trying to accurately evaluate 

library service quality. Under the framework, the sentiment 

information of a word or an emoji was represented as a PLTS, 

which was then used to describe the ambiguity and uncertainty 

of the word/emoji. Next, the sentiment information of each 

sentence was obtained by aggregating the PLTSs of words and 

emojis. Finally, the texts were classified by the SVM. The 

proposed evaluation approach was proved effective on 

multiple datasets. 

The remainder of this paper is organized as follows: Section 

2 details the FECLSQ, and its realization process; Section 3 

introduces five datasets, including three public ones and two 

self-built ones, compares our approach with three other typical 

analysis methods, and demonstrates the effectiveness of our 

PLTS-FECLSQ; Section 4 sums up the research findings, and 

looks forward to the future work. 

 

 

2. METHODOLOGY 

 

2.1 PLTS in service quality reviews 

 

There may be various sentiment polarities in service quality 

reviews. But it is not very accurate to simply divide the 

reviews into positive or negative class [35], for a single review 

may simultaneously contain multiple sentiments [36]. For 

example, an online review of library service quality may go as: 

“Although the books are boring, we are impressed by the 

service quality of the service staff; Besides, the air-

conditioning is poor.” If quantified by the degree of polarity, 

the review is 50% neutral (the books are boring), 30% positive 

(service quality is good), and 20% negative (air-conditioning 

is poor). Then, the subjective review of the library can be 

expressed as feel(library) = {terrible(0.2), ordinary(0.5), 

favorable(0.3)}. To quantify the information and proportions, 

it is important to consider the subjective feelings of users, and 

other knowledge-based information, such as probabilistic 

distribution [37, 38], importance [39], and confidence [40]. 

Ignoring the information may lead to inaccurate analysis and 

erroneous subsequent decisions. 

An effective way to solve uncertainty evaluation is to apply 

PLTS to decision-making. The sentiment information of each 

word can be transformed into a PLTS: 
{𝑆−𝜏(𝑝), 𝑆−𝜏+1(𝑝),⋯ , 𝑆−𝜏(𝑝)} , where 𝜏  is the number of 

levels, and 𝑆𝑖 is the level of sentiment polarity. If 𝑖 > 0, the 

greater the i, the higher the ranking of positive sentiment 

polarity; if 𝑖 < 0, the smaller the 𝑖, the lower the ranking of 

negative sentiment polarity. 𝑝 stands for the probability of 𝑆𝑖. 
Then, negative, neutral, and positive meanings can be 

expressed as subsets {𝑆−𝜏(𝑝), 𝑆−𝜏+1(𝑝),⋯ } , 

{⋯ , 𝑆−1(𝑝), 𝑆0(𝑝), 𝑆1(𝑝),⋯ } , and {⋯ , 𝑆𝜏−1(𝑝), 𝑆𝜏(𝑝)} , 

respectively. Take 𝜏 = 4 for example. The sentiment 

information of funny can be described by a PLTS:𝐿(𝑝) =
{𝑆−3(0.1), 𝑆−1(0.2), 𝑆3(0.7)}. That is, the probability for the 

word to convey level 3 negative meaning is 10%, that for the 

word to convey level 1 negative meaning is 20%, and that for 

the word to convey positive meaning is 70%. Obviously, a 

large 𝜏  value allows thorough description of sentiment 

information. In this way, PLTS illustrates the sentiment 

information of words to the maximum possible degree. 

 

2.2 Flow of FECLSQ 

 

To eliminate the effects of uncertain factors (polysemes) on 

short text sentiment analysis, the FECLSQ framework was 

divided into three processes: preprocessing, Word to PLTS 

(Emoji to words), and classification. The flow of this 

framework is shown in Figure 4. 

 

2.3 Preprocessing 

 

To improve data quality and improve analysis, 

preprocessing was carried out, including spelling correction, 

negative word check, and stop word removal. 

 

2.3.1 Negative word check 

The sentiment polarity of a text may be changed or reversed 

by negative words. If negative words like “no” and “not” 

appear in a text (e.g., not happy, and no success), the sentiment 

polarity of the positive words (e.g., happy, and success) in the 

text will be reversed. The reversal time depend on the number 

of negative words in the text. The negative coefficient 𝜆 can 

be expressed as: 

 

 
 

Figure 4. Flow of FECLSQ 
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Table 1. POS label conversion 

 

POS Penn Tag POS Penn Tag 

Adverb 

RB (adverb) 

Adjective 

JJ (adjective) 

RBR (adverb, comparative) JJR (adjective, comparative) 

RBS (adverb, superlative) JJS (adjective, superlative) 

Verb 

VB (verb, base form) 

Noun 

NN (noun, singular or mass) 

VBD (verb, past tense) NNP (proper noun, singular) 

VBG (verb, gerund or present participle) NNPS (proper noun, plural) 

VBN (verb, past form) NNS (noun, plural) 

VBP (verb, non-3rd person singular present) Person PRP (Personal Pronouns) 

VBZ (verb, 3rd person singular present) Determiner DT (Qualifiers) 
Note: Stanford POS Tagger http://nlp.stanford.edu/software/tagger.shtmachinelearning 

Language Technology Platform (LTP) Tagger http://www.ltp-cloud.com/ 

 

( )= 1 n −   (1) 

 

where, n is the number of negative words. If 𝜆 = −1 , the 

sentence is negative, and the sentiment polarity is reversed; if 

𝜆 = 1, the sentiment polarity remains unchanged. Note that if 

the negative words in the short text appear with a certain 

interval, the change of sentiment polarity may cease to be 

effective, and such a short text should be filtered out. 

 

2.3.2 Part-of-speech (POS) labeling 

POS labeling aims to mark the words as nouns, verbs, 

adjectives, adverbs, etc. This paper utilizes the Stanford POS 

Tagger to process English short texts, and the Language 

Technology Platform (LTP) Tagger of Harbin Institute of 

Technology to process Chinese short texts. The taggers adopt 

Penn Treebank POS labels, and convert them into the labels of 

nouns, verbs, adjectives, and adverbs (Table 1). This paper 

only tags nouns, verbs, adjectives, and adverbs, without 

considering prepositions and numbers. 

 

2.3.3 Stop word removal 

In a language, the stop words refer to the words that do not 

have special meanings, such as “it”, “is”, and “the”. These 

words are useless in text sentiment analysis. To reduce their 

effects on computing and storage space, these words are 

filtered out against the stop word list. 

 

2.4 Transforming word/emoji to PLTS 

 

Each word/emoji can be transformed into a PLTS in three 

steps: conversion, update, and calculation. 

 

2.4.1 Conversion 

Every emoji is a binary vector ⟨𝑖𝑚𝑔𝑒𝑚𝑜𝑗𝑖 , 𝑒𝑚𝑜𝑗𝑖 𝑙𝑎𝑏𝑒𝑙⟩ 

(Figure 5). If the emoji in the original sample is an image 

𝑖𝑚𝑔𝑒𝑚𝑜𝑗𝑖 , it should be converted into emoji label; otherwise, 

the emoji label can be directly used. Through this mapping, all 

emojis can be converted into words, and then integrated to the 

subsequent PLTS calculation process. 

 

 
 

Figure 5. Emoji vector 

 

Then, the difference SynsetScore between positive review 

score PosScore and negative review scoreNegScore is 

calculated, and used to evaluate the sentiment intensity 

difference between the words in the SWN dataset. The 

SynsetScore can be expressed as: 

   ,  1,  1SynsetScore PosScore NegScore SynsetScore= −  −   (2) 

 

Next, a one-dimensional array ArrSS is defined to describe 

the scores of the synonym set for the word: 

 

( )  1 2  , , , nArrSS word synset synset synset=   (3) 

 

where, n is the size of the synonym set for the word. 

To ensure the correspondence to linguistic terms 𝐿(𝑘) , 

SynsetScore is mapped from [-1, 1] to [-8, -7, ⋯, 7, 8]: 

 

( )  ( ) 8  =transf SynsetScore SynsetScore =    (4) 

 

In this way, SynsetScore is converted into 𝛼(𝑘), α∈[-8, -7,

⋯, 7, 8]. Thus, ArrSS can be converted to a 1D array of the 

linguistic term ArrLT: 

 

( ) 1
, , , 

nword
ArrL ST S S  

 =     (5) 

 

After that, it is possible to calculate the frequency of 

occurrence S of each linguistic term, and estimate the 

probability p of each term. The sentiment polarity of a word 

can be converted into a PLTS: 

 

( ) ( ) ( ) | , 0, 1
word

L p S p S S p p =   =   (6) 

 

2.4.2 Updated SWN 

The preceding subsection extracts sentiment information 

from SWM, and converts it into PLTS. But the extracted 

PosScore and NegScore are not fully accurate. Deviation may 

arise for several reasons: 

(1) The scores calculated by the semi-supervised method 

may be biased. For example, Table 2 lists the sentiment 

polarity scores of the word “ridiculous” ( 𝐿𝑟𝑖𝑑𝑖𝑐𝑢𝑙𝑜𝑢𝑠(𝑝) =
{𝑆0(0.333), 𝑆3(0.333), 𝑆5(0.333)} ). The data show that 

“ridiculous” conveys a positive meaning, but this word is 

actually a negative word. 

 

Table 2. Sentiment polarity scores of the word “ridiculous” 

 
Synsets PosScore NegScore 

ridiculous.n.01 0 0 

ridiculous.s.01 0.375 0 

ridiculous.n.02 0.625 0 

 

(2) The same word appears in different texts at different 

probabilities. For instance, “good” in SWM has up to ten 

meanings. Some meanings are common, and some are rare. 

,Sleeping
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The imbalance and sparsity of words and word polarities 

hinder the polarity judgement. More importantly, SWN does 

not provide any information about word probability. 

(3) The sentiment polarity of words is affected by context. 

In different contexts, sentiment polarity will transfer or 

strengthen. The same word may have opposite polarities in 

different areas. 

The above factors may lead to under-fitting. To solve the 

problem, this paper updates the SWN dictionary by the 

statistics on the word frequency distribution. On this basis, the 

context sentiment weight (CSW), which falls between -1 and 

1, is introduced to the context:  

 

( ) ( )

( )

| |
word

Freq word p Freq word n
CSW

Freq word

−
=   (7) 

 

where, 𝐹𝑟𝑒𝑞(𝑤𝑜𝑟𝑑|𝑝)  and 𝐹𝑟𝑒𝑞(𝑤𝑜𝑟𝑑|𝑛)  are the 

frequencies of a word appearing in texts labeled as positive 

and negative, respectively. Then, the total word frequency can 

be expressed as 𝐹𝑟𝑒𝑞(𝑤𝑜𝑟𝑑) = 𝐹𝑟𝑒𝑞(𝑤𝑜𝑟𝑑|𝑝) +
𝐹𝑟𝑒𝑞(𝑤𝑜𝑟𝑑|𝑛). For example, 𝐶𝑆𝑊𝑏𝑒𝑠𝑡 = 1 indicates that the 

word “best” merely appears in texts marked as positive. 

Similarly, CSW is mapped from [-1, 1] to α∈[-8, -7, ⋯, 7, 8] 

using 𝑓𝑡𝑟𝑎𝑛𝑠 , and a word frequency distribution information 

dictionary is established. The dictionary is named context 

sentiment weight dictionary (CSWD). Table 3 gives an 

example of CSWD. 

Finally, CSWD is employed to modify the PLTSs extracted 

from SWN: 

 

( )
8 7

8

, , ,
1 1

, ,
1 1

word

word

p p
S S

m m
L p

p m p
S S

m m


− −

    
    

+ +     
=  

+         + +    

  (8) 

 

where, 𝐿𝑤𝑜𝑟𝑑(𝑝) and 
wordS  are the PLTS and linguistic term 

of the word, respectively (𝐹𝑟𝑒𝑞(𝑤𝑜𝑟𝑑|𝑝)α is looked up in 

CSWD); 𝑚 ∈ 0,+∞)  is an empirical adjustment factor that 

manually regulates model accuracy. If m=0, no adjustment is 

necessary. The greater the m, the more significant the 

adjustment. But a large m may result in over-fitting. Here, the 

PLTS of SWN is modified at m=1. 

 

2.4.3 PLTS calculation 

Each sentence is a combination of a series of words, which 

contain (hide) sentiment information. By synthetizing the 

sentiments of all the words in the series, it is possible to obtain 

the reduced theme sentiment of the sentence. 

Let n be the number of words segmented from a sentence. 

Then, these words will be converted into n PLTSs. The heavy 

presence of neutral words adds to the computing load. Thus, 

the neutral words can be filtered out by the following rule: 

 

( )

 
1 0 18 7 8( ) ( ), ,, , 0) 8( .S S S

word L p

S p S p S p p p p
−− −

→ =

+ + 
  (9) 

 

where, 𝑃𝑆𝛼  is the probability of 𝑆𝛼. 

After the filtering of neutral words, there are m remaining 

PLTSs. The sentiment polarity of the sentence can be 

characterized by the mean 𝑃𝐿𝑎𝑣𝑔 of probabilistic language: 

 

Table 3. An example of CSWD 

 
Term α Term α 

null -3 small -2 

uninteresting -3 often 2 

dishonest -2 sagacious 3 

job 0 cheerful 6 

 

Table 4. Input format of SVM 

 
Label S0 S1 … Sn 

-1 0.0751 0.0909 … 0.0880 

1 0.0578 0.1680 … 0.2160 

 

( ) ( )( )

 
1

)) ((

sentence avg

m

i

i

L p PL L p

L p S p




=

= 

=  =
  (10) 

 

where, 𝐿𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒(𝑝)  is the PLTS of the sentence. If the 

sentence is negative, 𝜆 = −1; otherwise, 𝜆 = 1. 

Normally, 𝐿𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒(𝑝)  contains lots of 𝑆𝛼(𝑝) , and the 

adjacent 𝑆𝛼  have a very small difference. To further reduce 

computing load, 𝑆𝛼  ( 𝛼 ∈ [−8,8] ) is mapped to 𝑆𝛼  ( 𝛼 ∈
[0,1,⋯ ,100]), and the 𝑆𝛼(𝑝) with the same suffix a is merged. 

During the transformation of words into PLTSs, each 

sentence of a text is expressed as one 𝐿𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒(𝑝) , which 

represents the possibility of each sentiment polarity. This 

approach fully utilizes the sentiment information and word 

frequency information in the sentiment dictionary. 

 

2.5 SVM-based sentiment classification 

 

According to the PLTS calculation in 2.4, 

𝐿𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒(𝑝)contains lots of 𝑆𝛼(𝑝). Even if repetitive terms 

are eliminated by mapping, the resulting 𝑆𝛼(𝑝) will affect the 

sentiment polarity of the sentence. To improve classification 

performance, this paper constructs a classifier based on SVM, 

a supervised learning strategy using radial basis function (RBF) 

kernel. Each linguistic term is expressed as a feature, and the 

probability P corresponding to that term is regarded as the 

eigenvalue. Table 4 shows the input format of SVM. 

Then, 𝐿𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒(𝑝)is converted into a format that can be 

understood by SVM classifier: 

 

 

 

 

1

2

, ,  

, ,

,

n

feature index value

feature index value
Label

feature

   
 
 
 




   


 
 

  (11) 

 

where, ⟨Label⟩ corresponds to positive class and negative class; 

feature corresponds to n linguistic terms; value is the 

probability p of each term. 

 
 

3. EXAMPLE OF PLTS-FECLSQ 
 

This section chooses a short text from the sample set, and 

demonstrates how to analyze it under the FECLSQ. The short 

text is a review of the service of a library, in which “/anger” is 

the html code of an emoji: 

“In its small heart, librarian goes to ridiculous lengths to 

duck the many questions it raises/anger.” 

The short text is processed in the following steps: 
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Figure 6. Preprocessing of the emoji-containing short text 

 

 
 

Figure 7. Conversion of words into PLTSs 

 

Step 1. The short text is preprocessed through spelling 

correction, word segmentation, and POS labeling (Figure 6). 

Step 2. The stop words are removed, leaving only the words 

with labels of verbs, nouns, adjectives, and adverbs. 

Step 3. As shown in Figure 7, the sentiment polarity score 

of the synonym set for each word is extracted, and converted 

into a PLTS. This step is repeated to compute the PLTS of each 

word. 

Step 4. Referring to CSWD, update the PLTS of each 

modified word. For simplicity, the neutral words are removed, 

leaving only five words. 

Step 5. The programmable logic array (PLA) operator is 

called to compute the sentiment polarity 𝐿𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒(𝑝) of the 

sentence, with the negative coefficient being 𝜆 = −1. 

Step 6. 𝑆𝛼 is mapped into 𝑆𝛼
′ , 𝐿𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒(𝑝) is converted into 

the input format of SVM, and the results are classified. 

 

 

4. EXPERIMENTS AND RESULTS ANALYSIS 

 

4.1 Datasets 

 

The performance of PLTS-FECLSQ was tested on three 

public datasets and two self-built datasets: 

(1) Comment Dataset Library Service Quality (CDLSQ) 

This dataset of library service quality reviews was 

established by the authors. There are 8,176 reviews in the 

datasets. Among them, 4,782 reviews contain emojis. 

(2) Movie reviews (MR) [41] 

This dataset contains 10,662 movie reviews from Rotten 

Tomatoes. Half of them is labeled positive, and half are 

labeled negative. In the original reviews, positive and negative 

reviews are described by “fresh” and “rotten”, respectively. 

(3) Stanford Twitter Sentiment (STS) [42]  

The STS contains 1.6 million tweets, which are 

automatically labeled as positive or negative. This paper 

randomly selects 20,000 tweets from the dataset. 

(4) TripAdvisor reviews (TR) [43] 

This paper crawls over 15,000 text reviews from 

tripadvisor.com, a tourism networking and community 

network, and obtains 1,100 positive reviews and 950 negative 

reviews through automatic filtering and artificial evaluation. 

(5) DeepMoji [44] 

This dataset contains more than 120 million filtered tweets. 

Referring to the polyseme list of SWN, this paper filters the 

dataset, and chooses the samples containing only one emoji. 

After filtering, a self-built dataset DMx was established. Then, 

DMx was divided randomly into a training set and a test set at 

the split ratio of 4:1. Table 5 provides the details of the datasets. 

 

In its small heart, librarian goes to ridiculous 

lengths to duck the many questions it raises.
Samples

Step1:POS

'in','IN' 'its','PRP' 'small','JJ' 'heart','NN' 'librarian','NN' 'goes','VBZ'

'to','TO' 'ridiculous','VB' 'lengths','NNS' 'to','TO' 'duck','VB' 'the','DT'

'many','RB' 'questions','NNS' 'it','PRP' ' raises ','VBZ'

Step2:

Word Filter

'small','JJ' 'heart','NN' 'librarian','NN' 'goes','VBZ' 'ridiculous','VB'

'lengths','NNS' 'duck','VB''questions','NNS' ' raises ','VBZ'

' anger ','VB'

' anger ','VB'

L1:small L2:heart L3:librarian L4:goes L5:ridiculous

L6:lengths L7:questions L8: raises L9:anger SWN

( )
 0,0.25, 0.25, 0.5, 0.5[ ]

anger
ArrSS = − − −

+

( )  ( ) [0,2, ]2, 4, 4angerf DAOS = − − − map

9 4 2 0 2 0.4 , 0( ) { ( ) ( ) ( ) ( )}.4 , 0.1 , 0.1L p S S S S− −= to PLTS

Step3:

Calculate PLTS

Neutral filter+

L1:small L2:heart L3:librarian L5:ridiculous L9:anger

( ) ( )( ) 1 2 3 5 9( ( ) ( ) ( ) ( ) ( ), 1 )sentenceL p PLA L p L p L p L p L p L p =  =     

Step4:

Update PLTS

Step5
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4.2 Metrics and results 

 

The classification models were evaluated comprehensively 

with four metrics: accuracy (Acc), precision (Prec), recall 

(Rec), and F-measure (F-M) [45]: 

 

TP TN
Accuracy

TP FP TN FN

+
=

+ + +
  (12) 

 

TP
Precision

TP FP
=

+
  (13) 

 

TP
Recall

TP FN
=

+
  (14) 

 

2
Precision Recall

F Messure
Recall Precision


− = 

+
  (15) 

 

where, TP, TN, FP, and FNare true positives, true negatives, 

false positives, and false negatives, respectively; F-measure is 

the harmonic mean between precision and recall, and an index 

of comprehensive evaluation. 

Firstly, the performance of five mature sentiment 

dictionaries, namely, GI, TB, VADER, SCN, and SWN, was 

compared on the datasets. Table 6 shows the test results of 

these dictionaries, and Figure 8 displays the mean accuracy of 

each dictionary. 

Among all dictionaries, VADER achieved the best 

performance, followed by TB. SCN differed very slightly from 

SWM, while GI realized the highest stability. For the five 

sentiment analysis tools/techniques, the mean accuracy, recall, 

and F-measure on MR were 58.50%, 69.39%, and 63.36%, 

respectively; those on STS were 62.36%, 57.92%, and 59.77%, 

respectively; those on TR were 63.99%, 78.38%, and 70.41%, 

respectively. The recall was higher than the precision of 

dictionaries, suggesting that dictionary-based methods are 

more sensitive to FP than to FN. On the three datasets, the F-

M averaged at only 62.5%, and peaked at 77.67%. Thus, 

dictionary-based methods are far from satisfactory. In addition, 

the five dictionaries performed poorly on CDLSQ, which is 

related to their focus on Chinese language. 

Furthermore, PLTS-CLSQF was compared with three 

machine learning methods: NB, SVM, andLR. The classifiers 

were trained by the BOW [46]. As shown in Table 6 and Table 

7, the highest values on the five datasets were 78%, 76%, 79%, 

74%, and 88%, respectively. Therefore, machine learning-

based methods far outshine dictionary-based methods. 

PLTS-FECLSQ, which combines supervised learning with 

unsupervised learning, improves the best performance on 

CDLSQ and DMx. The results indicate that the accuracy and 

F-measure increased with the scope of the training set. PLTS-

FECLSQ can effectively solve various problems, using 

dictionary information, and word frequency distribution. 

Firstly, the sentiment information of each word is extracted 

from the current dictionary and word frequency distribution. 

Each word/emoji is expressed as a PLTS. Next, the PLTSs of 

all words are synthetized into the PLTS of the sentence 

Lsentence(p). Finally, SVM is called to enhance the classification 

performance. Compared with unsupervised classifiers, PLTS-

CLSQF introduces word frequency distribution and SVM to 

overcome the problems of neighborhood dependence and 

contextual information. Compared with supervised classifiers, 

PLTS-CLSQF can extract the sentiment information of words 

from the current dictionaries, which is difficult to acquire 

through data training alone. Our approach can effectively 

solve the unavailability and sparsity of data. More importantly, 

the PLTS and related theories are adopted to treat the 

concurrence of polysemy and emojis. 

 

 
 

Figure 8. Mean accuracies of the five dictionaries on the 

datasets 

 

Table 5. Dataset overview 

 
Dataset Selected dataset Positive reviews Negative reviews Neutral reviews Mean sentence length 

CDLSQ 8176 3116 1666 3394 16 

DMx 231938 130251 115038 31063 18 

MR 10662 5331 5331 N/A 20 

STS 110712 66517 32956 11239 18 

TR 2050 1100 950 N/A 22 

 

Table 6. Test results of five dictionaries on the datasets 

 

Dataset Metric 
Sentiment dictionary 

GI TB VADER SCN SWN 

CDLSQ 

Prec 0.4913 0.5549 0.5626 0.4925 0.5064 

Rec 0.581 0.645 0.6851 0.6188 0.5919 

F-M 0.5351 0.5788 0.621 0.5427 0.562 

DMx 

Prec 0.6277 0.7402 0.7361 0.6045 0.6462 

Rec 0.6943 0.9086 0.8987 0.8163 0.8238 

F-M 0.6283 0.8213 0.8321 0.7086 0.6962 

MR 

Prec 0.5542 0.6052 0.6419 0.5563 0.5674 

Rec 0.6314 0.7184 0.7551 0.6997 0.6648 

F-M 0.5902 0.6569 0.689 0.6198 0.6122 

STS Prec 0.5674 0.6683 0.7275 0.5071 0.6475 
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Rec 0.5969 0.5623 0.6124 0.5902 0.5341 

F-M 0.5818 0.6107 0.665 0.5445 0.5854 

TR 

Prec 0.5892 0.6896 0.6897 0.5992 0.6316 

Rec 0.6524 0.8667 0.8888 0.7511 0.76 

F-M 0.6192 0.768 0.7767 0.6666 0.6899 

 

Table 7. Comparison between machine learning and PLTS-

FECLSQ 
 

Dataset Metric 
Method 

NB SVM LR PLTS-FECLSQ 

CDLSQ 

Prec 0.67 0.69 0.68 0.82 

Rec 0.71 0.71 0.71 0.74 

F-M 0.7 0.7 0.71 0.78 

DMx 

Prec 0.7 0.68 0.7 0.68 

Rec 0.82 0.82 0.83 0.79 

F-M 0.74 0.74 0.74 0.76 

MR 

Prec 0.75 0.75 0.76 0.72 

Rec 0.78 0.76 0.77 0.76 

F-M 0.76 0.75 0.76 0.79 

STS 

Prec 0.67 0.65 0.68 0.72 

Rec 0.79 0.82 0.79 0.77 

F-M 0.71 0.72 0.72 0.74 

TR 

Prec 0.87 0.86 0.87 0.89 

Rec 0.86 0.86 0.88 0.90 

F-M 0.86 0.86 0.87 0.88 

 

 

5. CONCLUSIONS 
 

This paper combines PLTS and SVM into a short text 

sentiment analysis framework called PLTS-FECLSQ. Under 

the framework, the sentiment information of each word is 

extracted from SWN and a word frequency distribution 

dictionary, and converted into a PLTS. The PLTSs of words 

are integrated into the sentiment information of the short text. 

Finally, the classification performance is enhanced by SVM. 

Experimental results show that PLTS-FECLSQ improves the 

performance of short text sentiment evaluation. 

Our results show that PLTS-FECLSQ performs well in 

coarse-grained sentiment classification. However, more works 

need to be done to extend and apply the framework to fine-

grained sentiment classification. Some new analysis tools have 

been developed to process the ambiguity of human language, 

namely, intuitive language method [47], gray language method 

[48], and interval language method [49]. These methods help 

to improve the analysis accuracy in specific scenarios. 
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