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In this paper, a new approach to control active and reactive powers for DFIG wind power 

system is proposed. Where parameters of the RST controller are tuned by the Particle 

Swarm Optimization (PSO) algorithm. First the calculation of conventional RST 

polynomial is presented. The main goal of this study is to apply and compare the 

performances of two kinds of regulators (conventional RST and PSO-RST) for DFIG wind 

turbine system. A vector control of the DFIG is also presented in order to accomplish the 

control of active and reactive powers. The obtained results show the effectiveness and 

good performances of PSO-RST controller compared to the conventional RST in terms of 

reference tracking and disturbances rejection.  
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1. INTRODUCTION

Nowadays, the use of renewable energies becomes very 

important due to increasing obstruction in regard the use of 

fossil energies. The wind energy represents a solution which 

helps generate electricity. 

Wind energy has been used for centuries. In the beginning, 

this energy was only harnessed in the mechanical fields. 

Subsequently, this type of clean energy was used to generate 

electricity. Over time, wind power systems have improved in 

terms of performance and profitability due to the development 

in the field of electronics and power semiconductors. 

Wind turbine systems contain two parts: mechanical and 

electrical; in the mechanical one we have blades and gearbox, 

on the other side the generator and converters constitute the 

electrical part. 

The interest in wind turbine systems based on double fed 

induction generator keeps increasing, which led to the 

proposal and the development of various control techniques 

because of its difficulty; this latter is due to the non-linearity 

of the system, parametric variation and disturbances. To deal 

with this problem, many methods have been proposed among 

them, the sliding mode and backstepping control [1-4]. The 

inconvenience of these techniques is that their conception 

depends directly on the model of the system. For that some 

authors have proposed the use of the RST polynomial control 

[5, 6] which has a simple structure and good performances in 

large range of operating conditions.  

Appropriate regulator parameters exceptionally improve 

system performances. Notwithstanding, the adjustment of 

these parameters is troublesome because of the 

unpredictability and complexity of nonlinear system [7]. 

In this work we propose a new approach to control active 

and reactive powers by using the RST controller where unlike 

the conventional methods proposed in [6, 7], the parameters of 

the regulator are set by utilizing the PSO algorithm. The 

control performances of the system are studied where the 

tracking of the desired response and disturbances sensibility 

are considered and tested. 

To approve the viability of the suggested control method, 

the simulation of the wind power system including wind 

turbine, DFIG and control system has been done under 

MATLAB/SIMULINK environment. The simulation results 

show the performances obtained by the conventional RST 

controller and the proposed controller. 

2. WIND TURBINE

2.1 Modeling of wind turbine 

The main factor of wind turbines operation is the wind. So, 

the mechanical power Pt is created from the rotation of blades. 

Pt is expressed as follow [8]: 

3

tP 0.5 C ( , )  s v  = p (1) 

The power coefficient Cp is expressed by [9]: 

𝐶𝑝 = 𝐶1(𝐶2(𝐴 − 𝐵) 𝐶3𝛽 − 𝐶4) 𝑒𝑥𝑝( − 𝐶5( 𝐴 − 𝐵))

+ 𝐶6 𝜆
(2) 

where, A =
3

1

0.08 +
, B=

0.0035

1 +
, C1=0.5109, C2 = 116, 

C3= 0.4, C4=5, C5=21, C6= 0.0068. 

The power Pt generates a torque on the shaft (turbine side) 

given by the following equation [10]: 
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The total inertia in the gearbox is given by the following 

equation: 

 

J=
𝐽𝑡

𝐺2
+ 𝐽𝑚 (4) 

 

The mechanical dynamic fundamental equation on the 

generator’s shaft is given by [10]: 

 

𝑇𝑚=J
𝑑𝛺𝑚𝑒𝑐

𝑑𝑡
+ 𝑓𝑣𝛺𝑚𝑒𝑐 + 𝑇𝑒 (5) 

 

2.2 Maximum power extraction 

 

Since the wind speed is not zero after the wind turbine, only 

a percentage of the captured power is converted. This 

percentage is given by the coefficient Cp which depends on the 

speed ratio λ and the blade angle β.  

In order to obtain the maximum power of the wind system 

the Cp_max should be optimized [9]. The Cp curves given in 

Figure 1 are obtained from Eq. (2). It can be seen that the 

coefficient Cp decrease when blade angle β increase. The 

maximum power coefficient Cp_max= 0.47 is reached when 

λ=8.1 and the blade angle β=0. 

 

 
 

Figure 1. Power coefficient for wind systems 

 

 
 

Figure 2. MPPT control for wind turbine model 

 

The maximum power point tracking (MPPT) algorithm 

control for wind turbines is given by Figure 2. The concept is 

to determinate the speed of the turbine which allows obtaining 

the maximum power generated. The optimal speed turbine is 

given by:  

 

_

.opt

t opt

v

R


 =  (6) 

 

The mechanical speed is controlled by the electromagnetic 

torque Tm as shown in the following equation: 

_( ).m mec ref mecT REG=  −  (7) 

 

The reference mechanical speed is obtained from the 

optimal turbine speed as follow: 

 

_ _.mec ref t optG =   (8) 

 

 

3. MODELING OF THE ASYNCHRONOUS 

GENERATOR 

 

The double fed induction generator (DFIG) is represented 

by Figure 3. (a,b,c) and (A,B,C) denotes the stator and the 

rotor phases respectively, where the phase angle between the 

phases is 120°, θ represent the instantaneous relative position 

between stator and rotor magnetic axis. 

 

 
 

Figure 3. Schematic representation of DFIG 

 

The classical voltages equations of DFIG are given by [11]: 

 

     = +abc s abc abc

d
V R i

dt
 (9) 

 

     = +ABC r ABC ABC

d
V R i

dt
 (10) 

 

where, 

 

   =
T

abc a b cV V V V
,

      =
T

abc a b c
, 

   =
T

abc a b ci i i i
 ,

   
T

ABC A B CV V V V=
, 

   
T

ABC A B C   =
,            

   
T

ABC A B Ci i i i=  

 

The total flux equations are expressed by: 

 

        = +abc s abc sr ABCL i L i  (11) 

 

        = +ABC r ABC rs abcL i L i  (12) 

 

where,  

[Ls]: stator inductance matrix, [Lr]: rotor inductance matrix. 

[Lsr]: stator-rotor mutual inductance matrix. 

From Eq. (9), Eq. (10), Eq. (11), and Eq. (12) we obtain: 

 

           = + +abc s abc s abc sr ABC

d d
V R i L i L i

dt dt
 (13) 
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           = + +ABC r ABC r ABC rs abc

d d
V R i L i L i

dt dt
 (14) 

 

The equations of the DFIG in the PARK frame d-q are given 

by [12]: 

 

dsds s ds s qs

qsqs s qs s ds

drdr dr qr

qrqr qr dr

V  R i -

V  R i

V  R i -

V  R i

r r

r r

  

  

  

  


= +


= + +


 = +

 = + +

 (15) 

 

With:   = −r s
 

 

ds s ds dr

qs s qs qr

dr r dr ds

qr r qr qs

 L i  M i

 L i  M i

 L i  M i

 L i  M i









= +


= +


= +
 = +

 (16) 

 

where:  

Rs, Rr: stator and rotor resistances respectively. 

Ls, Lr: stator and rotor inductances respectively. 

M: mutual inductance.  

The electromagnetic torque is expressed by: 

 

𝑇𝑒 =  p (𝜑ds𝑖qs– 𝜑qs𝑖ds) (17) 

 

 

4. VECTOR CONTROL 

 

From Eq. (14) it can be seen that the currents and fluxes are 

strongly coupled. In order to get a decoupled control of stator 

powers, the use of vector control is necessary. For that the 

stator flux is oriented along d axis. 

The voltage and the frequency are supposed constant: 

 

ds s

qs 0

 



=


=

 (18) 

 

From Eq. (16) and Eq. (18), we obtain the stator current as 

follows: 

 

ds dr

ds

s

qr

qs

s

I
I

I
I

 −
=




− =



M

L

M

L

 (19) 

 

Then the electromagnetic torque becomes: 

 

em s qr -  i=
s

pM
T

L
 (20) 

 

In wind turbine systems the power of generators is medium 

or high, this means that the value of the stator resistance can 

be neglected. By considering that the flux is constant, the 

stator voltage will be:  

ds

qs s s ds

V 0

V V =   

=


=

 (21) 

 

The active and reactive powers are respectively defined as 

[12]: 

For the stator: 

 

s ds ds qs qs

s qs ds ds qs

P V i  V i

Q  V i - V i

= +


=

 (22) 

 

And for the rotor: 

 

r dr dr qr qr

r qr dr dr qr

P V i  V i

Q  V i - V i

= +


=

 (23) 

 

By substituting Eq. (18) and Eq. (21) in Eq. (22) we obtain: 

 

s s

s

s s s

s

s s

V I

V V
- I




= −



 =


qr

dr

M
P

L

M
Q

L L

 (24) 

 

From Eq. (24) it can be seen that the q-axis current can be 

used to control the active power, and the d-axis current can be 

used to control the reactive power. It means that the control of 

the active and reactive power is decoupled. 

In order to be able to control the machine, the relationship 

between the currents and rotor voltages applied to the machine 

should be established. 

By substituting Eq. (19) in Eq. (16) we obtain the rotor 

fluxes: 

 
2

dr r dr

2

qr r qr

 (L - )i  

 (L - )i

s

s s s

s

MVM

L L

M

L







= +



 =



 (25) 

 

The obtained flux expressions are then substituted in Eq. 

(15); by using the Laplace transform we obtain: 

 
2 2

dr dr r dr r qr

2 2

qr sr r qr r dr
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r s
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= + −



 = + + +



 (26) 

 

From Eq. (26) the rotor current can be deduced and 

substituted in Eq. (24) we obtain the final expressions of stator 

powers: 
 

2
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2

2

r qr

2
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The Eq. (27) shows first order transfer functions for the 

active and reactive stator powers expressed by [13]: 

 

2

( )

s

s r s r

s

MV
TF

M
L R sL L

L

=

+ −

 
(28) 

 

The control scheme of stator active and reactive powers is 

given by Figure 4. 

 

 
 

Figure 4. DFIG control  

 

 

5. RST CONTROLLER SYNTHESIS 

 

The RST controller’s structure provides a design method, 

for reference tracking and disturbance rejection. Usually, the 

pole placement technique is used to determinate the 

polynomial D(p), calculate S(p) and R(p) as stated by Bezout's 

equation [14]. 

 

( ) ( ) ( ) ( ) ( )      p p pD A S B p pR= +  (29) 

 

The RST controller block diagram is shown in Figure 5. 

where: S, R and T represent the controller polynomials. 

 

 
 

Figure 5. RST controller structure 

 

The relationship between the input and the output is: 

( )
B

Y U
A

= +  (30) 

 

The control law is defined by: 

 

ref

T R
U Y Y

S S
= −  (31) 

 

With: 

R= r0+r1.p+r2.p2+……+rn.pn 

S= s0+s1.p+s2.p2+……+sn.pn 

T= t0+t1.p+t2.p2+……+tn.pn 

 

Closed loop transfer function is: 

 

ref

BT BS
Y Y

AS BR AS BR
= +

+ +
 (32) 

 

To get good performance, the choice of the polynomials 

orders is important. A strictly proper regulator is chosen which 

mean if deg (A) is n than: 

 

deg( ) 2 1

deg( ) deg( ) 1

deg( ) deg( )

D n

S A

R A

= +


= +
 =

 (33) 

 

However, the polynomials forms are given by the following 

equations: 

 

1 0

0

3 2

3 2 1 0

1 0

2

2 1

A a p a

B b

D d p d p d p d

R r p r

S s p s p

= +


=


= + + +
 = +


= +

 (34) 

 

With:
2

( );s r s r s

s

M
A L R pL L B MV

L
= + − = . 

The objective is to determinate the coefficients of each 

polynomial; a robust placement pole strategy is used which 

give: 

 

( ) 21 1
( ).( ) 

c f

CF p p
T

D s
T

= + +=  (35) 

 

where: 

1
c

c

P
T

= −  is the pole of C (control pole) and 
1

f

f

P
T

= −

represents the double pole of F (filter pole). 

The control pole Pc is usually chosen 2 to 5 times bigger than 

the pole PA. Pf is selected 3 to 5 times greater than Pc [15]. 

The identification between Bezout equation and Eq. (34) 

gives a system of four equations: 

 

3 1 2

2 1 1

1 0 0 1

0 0 0

0 0 0

0 0 0

0 0

0 0 0

d a s

d a s

d a b r

d b r

     
     
     =
     
     
     

 (36) 
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For the determination of polynomial T coefficients, we 

consider S (0)=0 and 
0

lim 1
p

BT

AS BR→
=

+
(Yref = Y in steady state) 

then we have: T=hF. 

With
(0)

(0)

R
h

F
= ; polynomial T is obtained as follow:  

 
2

2 1 0T t p t p t= + +  (37) 

 

 

6. OVERVIEW OF PARTICLE SWARM 

OPTIMIZATION (PSO) 

 

PSO is a progressive algorithm that investigates a group of 

candidate solutions to obtain an optimal solution for problems. 

This latter is measured by a fitness function. This algorithm is 

inspired by the collective and synchronous movement of birds’ 

flight. This method is considered as a progressive algorithm 

with a populace of agents named particles i. these latter are 

dispersed in the problem space [16]. Firstable, a swarm is 

randomly dispersed in the search area, as shown in Figure 6; 

the particles have also a random speed. 

 

 
 

Figure 6. Movement principle of a particle 

 

After that, at each time step, a particle can judge the quality 

of its position and remember the best position reached so far. 

The particle can also ask a certain number of her congeners 

and obtain from them their own best performance. So each 

particle changes its speed and moves according to this 

information. In the D-dimensional search area, a particle i is 

represented by its position vector (X) and its speed vector (V); 

formulated as follows: 

 

1 2( , ,..., )i i i inX x x x=  (38) 

 

1 2( , ,..., )i i i inV v v v=  (39) 

 

The assessment of her position quality is stopped by the 

fitness function value at this point. It is important that this 

particle can memorize the best position through which it has 

already passed, formulated as follows: 

 

1 2( , ,..., )i i i inP p p p=  (40) 

 

The equation of a particle movement for each iteration (iter) 

is: 

 

𝑣𝑖
𝑖𝑡𝑒𝑟+1 = 𝑥(𝜔. 𝑣𝑖

𝑖𝑡𝑒𝑟 + 𝑐1. 𝑟1
𝑖𝑡𝑒𝑟(𝑃𝑖

𝑖𝑡𝑒𝑟 − 𝑋𝑖
𝑖𝑡𝑒𝑟)

+ 𝑐2. 𝑟2
𝑖𝑡𝑒𝑟(𝑃𝑔

𝑖𝑡𝑒𝑟 − 𝑋𝑖
𝑖𝑡𝑒𝑟)) 

(41) 

 

where, 

ω: Coefficient of inertia. 

c1, c2: Acceleration coefficients which control the attraction 

at its best and at the best overall respectively.  

r1, r2 € [0, 1]: uniform random variables. 

The update of the particle position is done through the 

following equation: 

 
1 1iter iter iter

i i iX X V+ += +  (42) 

 

 

7. RST CONTROLLER PARAMETERS 

OPTIMIZATION WITH PSO ALGORITHM 

 

 
 

Figure 7. Estimation of the error on the solution between 

measured values Umes and reference values Uref 

 

The method consists of fitting a digital model to the 

reference curve by iterative modifications of the input 

parameters until the output values reproduce the reference data 

(Figure 7). 

The model programming and the results validation were 

conducted by Simulink/Matlab. This part consists on 

evaluating the optimal polynomial parameters of RST 

regulator with PSO. The PSO algorithm optimizes s1, s2, r1, r0, 

t2 and t1 in Eq. (36) and Eq. (37) such that overshoot D, steady 

state error E and rise times tr are minimized. 

The preprocessing data was performed with the "Min-max" 

function. The behavior of the algorithm is influenced by the 

population size which was set at 200 particles. Where, a small 

amount of population doesn’t allow the good functioning of 

the algorithm. If c1, c2 are too small, the algorithm will explore 

slowly, which degrades its performance. Experience has 

shown that with a value of 2.05 often achieves the best results 

[17]. According to the study [18] the coefficient of inertia is 

chosen between 0.5 and 1. In our study we have chosen a value 

of 0.5 that we consider suitable. 

The PSO begins to look for a solution, belonging to a 

research space. These values are then injected into Simulink 

(Figure 8). The difference between the result of the measured 

and the reference curve is evaluated by the fitness function. 

The values of s1, s2, r1, r0, t2 and t1 are then modified until the 

fitness function (Eq. (43)) is minimized. 

 

2 2

min

0 0

( ) ( ) ( ) ( )ref mesf U U t dt e t dt

 

= − =   (43) 

 

The process is repeated until the difference between the 

measured values and the reference values is minimal or a 

maximum number of iterations are achieved. 

e 

ithmeasure point 

Umes 

Uref 
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Figure 8. Schematic steps of proposed RST controllers with 

PSO algorithm 

 

 

8. SIMULATION AND RESULTS 

 

The performances of the proposed controller are evaluated 

and simulated in MATLAB/Simulink environment for 1.5 

MW wind turbine system. In this paper the boundary 

conditions are described as the wind speed profile where the 

minimum wind speed for the wind turbine operation is 4m/s 

and the rated wind speed is 12 m/s. Controllers will be tested 

in reference tracking and disturbances sensibility. Both 

mechanical and electrical parts will be considered for the study. 

For the mechanical part two wind profiles are applied. The 

first one is a step change speed profile (Figure 9) and the 

second one is a random wind profile (Figure 11). The obtained 

results are shown in Figures 10 and 12 where the PSO-RST 

controller has a quicker response than the RST controller. The 

parameters of the studied system are given in the Appendix. 

From Figure 12 it can be seen that the PSO-RST controller 

has better tracking performance where the steady-state error in 

speed rotation Ω is smaller than the RST controller. Both 

regulators show no overshoot. 

 

 
 

Figure 9. Wind profile 

 
 

Figure 10. Rotation speed 

 

 
 

Figure 11. Random wind profile 

 

 
 

Figure 12. Speed rotor for random wind profile 

 

 
 

Figure 13. Rotation speed 

 

In the electrical part, the active and reactive stator powers 

are controlled as shown in Figure 4. To test the disturbances 

rejection performances we applied a step wind profile that 

change instantly the rotation speed from 145 rad/s to 160 rad/s 

as shown in Figure 13. 
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The active and reactive stator powers and their references 

are shown in Figures 14 and 15 respectively. From these 

figures it can be seen that the RST-PSO controller gives better 

performances where it offers a good disturbance rejection and 

a quicker response than the RST controller. 

 

 
 

Figure 14. Stator active power 

 

 
 

Figure 15. Stator reactive power 
 

 

9. CONCLUSIONS 

 

In this work we propose a method to control DFIG wind 

turbine conversion system where the PSO algorithm is used to 

determinate RST polynomial parameters. The performances of 

the PSO-RST controller have been evaluated and compared to 

the regular RST controller. The obtained results show that the 

proposed controller improves the performances of the system 

where it gives better disturbance rejection and quicker 

response. 
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NOMENCLATURE 

 

s turbine rotor area, m2 

v wind speed, m/s 

Cp  power coefficient 

Pt power turbine 

R Radios of the blade, m 

 

Greek symbols 

 

ρ air density, kg/m3 

 blade angle, ° 

λ ratio between the blade speed and wind 

speed 

APPENDIX 

 

Table 1. Controller’s parameters (mechanical part) 
 

 RST RST-PSO 

s2 3.185 3.52 

s1 4270.43 9359.85 

r1 880261 406749.6 

r0 63291139 21348490.86 

t2 192 1955.849 

t1 220032 296110.225 

t0 63291139 21348490.86 

 

Table 2. Controller’s parameters (electrical part) 
 

 RST RST-PSO 

s2 245700 245700 

s1 590590121 730544099.108 

r1 303704.72 2503710.407 

r0 42941492.21 949142099.1981 

t2 38.2 48.2 

t1 81006.4 82017 

t0 42941492.21 949142099.1981 

 

Table 3. DFIG parameters 
 

 DFIG 

Power 1.5 MW 

Rs 0.012 Ω 

Rr 0.021 Ω 

Ls 0.0137 H 

Lr 0.0136 H 

M 0.0135 H 

J 1000 kg.m2 

f 0.0024 

p 2 
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