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 There are different characteristics distinguishing a region from the others, thereby, leading to 

the diversities in the regional potentials and problems as well as the strategic regional 

development policies to be implemented. The East-West Corridor is one of the eleven 

provincial strategic economic areas in West Sumatra. It covers nine regencies or cities and 65 

sub-districts with different characteristics and typologies and this leads to diversity in the 

strategies to develop this area. This study aims to determine the diversity associated with the 

characteristics and typologies of the strategic area of the East-West Corridor. This involved 

using Principal Component Analysis (PCA) analysis technique, spatial clustering analysis, and 

overlay analysis. Moreover, the regional characteristics and typologies were grouped based on 

17 observational variables used in producing four main components including trade and 

tourism services, agriculture, livestock/fishery, and tourism. The results of spatial clustering 

analysis produced 3 clusters which are the urban, desa-kota, and rural areas while the overlay 

analysis produced ten regional characteristics and typologies used as the basis to make 

strategies and policies for each region’s development and to increase investment opportunities 

in the strategic area of West-East Corridor and the Province of West Sumatra in general. 
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1. INTRODUCTION 

 

Strategic areas are regions prioritized in order to accelerate 

regional development through the utilization of local resources 

[1] and the improvement of community welfare [2]. They are 

considered very important for regional development [3] due to 

their significant multiplier effect on the region [4]. They also 

have specific characteristics distinguishing them from other 

regions [5]. Distinguishing characteristics based on economic 

potential, topography, geography, and regional typology. The 

terminologies used for strategic areas vary with different 

countries and these include the Artic Zone [6], specific 

economic zone [7], airport economic zone [8], potential border 

zone [9], river economic zone [10-12], special zone [13], 

special economic zone [14-16], special border economic zone 

[17], and heritage corridor [18]. 

The conceptual role of strategic areas is to encourage the 

regional economy [3, 14, 19]. This means they are expected to 

act as the growth centers or corridors which can be used to 

drive economic growth [20]. They are normally designed to be 

the prime mover of development in a particular area. Moreover, 

there is usually a concentration of population conducting 

several economic and social activities with a strong influence 

on the development of the surrounding area. 

These strategic areas also have characteristics 

distinguishing them from other regions [5] and this means they 

have different potentials and problems, thereby, leading to the 

need for specific strategies for development in each region [21, 

22]. Some of the areas studied in previous studies include 

industrial [16, 23], trade [15], service [7], forest [24], as well 

as mining and energy areas [10]. It was discovered that the 

differences in the characteristics of these areas led to a 

variation in the factors influencing their development [25].  

West Sumatra Province has eleven strategic economic areas 

[26] and one of them is the west-east corridor [27] which has 

specific characteristics observed to be different from those of 

others. This, therefore, makes the area has specific problems 

[28] which require a particular approach to handle. The 

corridor covers several administrative areas such as the 

Padang City, Padang Panjang City, Pariaman City, Bukitinggi 

City, Payakumbuh City, Padang Pariaman Regency, Tanah 

Datar Regency, Agam Regency, and Limapuluh Kota Regency. 

It is located on the west-east axis and has the highest frequency 

of economic movement of goods and services as well as a 

higher growth rate than other provinces in the western part of 

Sumatra. Moreover, the west and east axes also have tourism 

potential in addition to the existence of a trade and service 

corridor. It is important to note that each of the nine regencies 
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and cities in this area has different potentials and 

characteristics, and this means the development of the East-

West Corridor strategic area requires considering the diversity 

in these potentials [29]. 

The strategic economic area in West Sumatra is 

characterized by trade and services, ocean fisheries, industry, 

and tourism in line with the potentials and problems of each 

region. This means the response and development strategy to 

be employed needs to be based on each region. Determination 

of regional characteristics and typology will help local 

governments to make regional development policies and 

strategies. Therefore, this present study was conducted to 

determine and analyze the characteristics and typologies of the 

strategic economic areas in a specific corridor in order to 

ensure the sustainable development of the region.  

This study uses factor analysis in the form of Principal 

Component Analysis (PCA) to reduce many variables into 

new variables that are independent of each other and do not 

have multicollinearity problems. PCA analysis in research 

related to regional development is often associated with 

Geographic Information Systems (GIS) to study spatial 

dynamics. Regional typology classification is done using 

spatial clustering analysis. 

 

 

2. METHOD 

 

2.1 Study area 

 

This research was conducted in the West-East Corridor 

which consists of nine (9) regencies/cities and sixty-five (65) 

sub-districts with a sub-district analysis unit as indicated in 

Figure 1. The nine regencies/cities include Agam Regency, 

Limapuluh Kota Regency, Tanah Datar Regency, Padang 

Pariaman Regency, Padang City, Pariaman City, Padang 

Panjang City, Bukittinggi City and Payakumbuh City. 

 

 
 

Figure 1. Research area location 

The strategic economic areas of the West-East Corridor 

were delineated based on the definition of arterial roads as 

stated in Government Regulation number 34 of 2006 

concerning Roads. Also, PD 5-01-2004-B concerning 

Construction and Building Guidelines: Criteria for space 

utilization and control of space utilization along with primary 

arterial network between cities. It was discovered from the 

document that the arterial roads continuously connect national, 

regional, and local activity centers to environmental activity 

centers. 

 

2.2 Data collection and processing 

 

The secondary data from the Central Bureau of Statistics in 

Kecamatan Dalam Angka 2020 [30] were used in this study. 

They are multidimensional because they combine both spatial 

and non-spatial data as indicated in Table 1. This data provides 

objective results to make it easier to formulate strategies and 

policies to increase investment and develop the East-West 

Corridor. The variables used are variables that represent the 

region's economic potential and a characteristic of regional 

typology [7, 9, 15]. 

The analysis of the diversity associated with the 

characteristics of the West-East Corridor was conducted in 

two stages. The first focused on determining the region's 

characteristics based on its potential using the method of 

Principal Component Analysis (PCA) while the second 

involved grouping the typologies through the Spatial 

Clustering method based on the weighting results on each of 

the observation locations. This spatial clustering is a simple 

concept observed to have been implemented in different areas 

such as landscape management [31], irrigation management 

[32], national food policy [33], the efficiency of the 

infrastructure of the region [34], and to determine the 

geographical pattern and characterize individual and 

environmental sociology [35]. 

 

Table 1. Observation variables and operational definitions 

 
Variable Operational definition 

Production of agriculture 

(ton) 

Total production of agricultural 

products 

Fishery production (ton) Total production of fishery products 

Livestock and Poultry 

Population (head) 
Total population of farm animals 

Tourist sites (unit) 
Number of tourist attraction 

locations 

Restaurant (unit) Number of restaurants 

Hotel (unit) Number of hotels 

Inn/motel/guesthouse 

(unit) 
Number of Inns/motels/guesthouses 

Hospital (unit) Number of hospitals 

Shops/trades (unit) Number of Shops/Trades 

Bank(unit) 
Number of state, private, and rural 

banks 

Cooperative (unit) Number of Active Cooperatives 

Agricultural harvest area 

(ha) 

Total harvested area of agricultural 

products 

Tourist visit (person) 
The number of both national and 

foreign tourist visits 

Rice Field Area (ha) The total area of rice fields 

Population density 

(people/ha) 
Total population versus regional area 

Forest area (ha) The total area of forest land 

Clean water user 

households (KK) 

Number of households using Local 

Water Supply Utility (PDAM) for 

clean/drinking water 
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Principal Component Analysis (PCA) was used to 

determine the characteristics of the observations grouped 

based on the region's potential. This is due to its ability to 

transform a data structure with a variable free (x) which is 

mutually correlated into a new data structure with one or more 

new variables containing a combination of independent 

variable (x) liveliness [36]. PCA can also simplify the origin 

of a polynomial variable into a new small variable with 

relatively unchanged diversity [37]. This method has been 

applied in the process of planning and developing a region to 

assess the spatial dynamics [38], socio-economic [39], and 

ecology [40] of the region as well as to serve as an evaluation 

tool [41]. 

PCA is a multivariate analysis that transforms the correlated 

origin variables formed into uncorrelated new variables. It 

reduces the number of these variables to ensure they have 

smaller dimensions which can explain most of the diversity of 

the original variables. This dimension simplification can be 

achieved through the percentage of the data diversity criteria 

described by the first few significant components. For example, 

when the first few significant components have more than 70% 

of the original data diversity or have a root (λ) greater than 1, 

then, it is sufficient to analyze up to the significant component. 

Moreover, the first significant component represented by PC1 

contains a large amount of total data variation, and this means 

it can be linearly combined with variable Xi; i=1, 2, ..., p. 

 

𝑃𝐶1 = 𝑎11𝑋1 + 𝑎12𝑋2 + ⋯ + 𝑎1𝑝𝑋𝑝 

𝑃𝐶2 = 𝑎21𝑋1 + 𝑎22𝑋2 + ⋯ + 𝑎2𝑝𝑋𝑝 

𝑃𝐶𝑝 = 𝑎𝑝1𝑋1 + 𝑎12𝑋2 + ⋯ + 𝑎1𝑝𝑋𝑝 

(1) 

 

where, PC1 is the first factor, PC2 is the second factor, and the 

same applies to the others. This sequence reflects the 

magnitude of the variance of each variable noted as var (PC1) 

≥ var (PC2) ≥ ... ≥ var (PCp). In PCA, the variants of most 

variables are expected to be as small as possible to ensure the 

PC variables obtained have a small number but large variants. 

The external results from the main component variables of 

PCA analysis were grouped into three clusters according to the 

typology of the region using spatial clustering analysis. This 

method involves grouping several objects in a class or cluster 

such that the objects in one cluster have a remarkable 

resemblance with each other but have none with those in other 

clusters [42, 43]. The clustering was reported to have 

previously been conducted using distance sizes such as 

Euclidean Distance, Mahalanobis, or Diagonal Distance [44]. 

The application of this technique is in two categories with the 

first being the determination of the existence of clusters in a 

study area while the second involves identifying the location 

of the cluster [45]. 

Clustering techniques are divided into hierarchical and 

partitional aspects [43]. The hierarchical aspect usually 

focused on dividing the entire data set into clusters such as 

single linkage, complete linkage, average linkage, and average 

group linkage. Meanwhile, the partitional aspect does not have 

a hierarchical structure but involves each cluster having a 

central point (centroid) to minimize the distance (dissimilarity) 

of the entire data to the center of the respective cluster. Some 

examples of the partitional clustering techniques include K-

Means, Fuzzy k-Means, and Mixture Modeling. 

The Fuzzy k-Means method is a data grouping technique 

which involves determining the existence of each data in a 

cluster based on the degree of membership. Moreover, the 

Fuzzy k-means algorithm uses fuzzy models which allow all 

the data in a group to be formed with Boolean membership 

degrees between 0 and 1 [44]. The distance in this method can 

be calculated using Cosine Dissimilarity, Jaccard 

Dissimilarity, and Euclidean Distance. This present study used 

the Cosine Dissimilarity as indicated in Eq. (2). Cosine 

dissimilarity is a distance that characterizes fuzzy k-means and 

is based on the cosine of the angle between two observations. 

The wider the angle, the greater the cosine dissimilarity, which 

approaches 1, where 1 is a 90° angle which means that no 

variables are shared between observations. 

 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑝, 𝑞) = 1 − cos(𝑝, 𝑞) = 1 −
𝑝𝑞𝑇

⌈⌈⌈𝐴⌉⌉⌈⌈𝐵⌉⌉⌉
  (2) 

 

Spatial clustering analysis is often used in designing the 

composition and structure of cities [46], grouping flood areas 

[47], and determining land use zones [48]. It was, therefore, 

applied in this study because of the similarity in the adjacent 

objects [42]. 

 

 

3. RESULTS 

 

3.1 Factors determining the characteristics and typologies 

of the region 

 

The strategic area of the west-east corridor was developed 

based on the diversity of the region’s potentials [25, 29]. For 

example, the unique characteristics of West Sumatra [27] led 

the handlers to apply different strategies and policies in each 

region [22, 49]. Moreover, the diversity observed in the 

characteristics of the West-East Corridor is expected to be the 

prime mover for regional development and increased 

investment in this strategic economic area and West Sumatra 

in general. 

The PCA analysis used 17 variables presented in Table 1 

with a minimum factor filter of 70% as indicated in Figure 2 

to determine the diversity of the characteristics and typologies 

of the study area. Moreover, the test conducted using 

eigenvalues was able to produce four factors as shown in Table 

2. It is important to note that the eigenvalues show the 

reduction of all data matrices on each variable: 
 

Table 2. Eigen value, variability, and cumulative values 

 
 F1 F2 F3 F4 

Eigenvalue 7.560 1.990 1.732 1.070 

Variability (%) 44.469 11.703 10.188 6.294 

Cumulative % 44.469 56.172 66.360 72.654 
 

The diversity of the factors was described using the 

eigenvalues > 1. It was discovered that the eigenvalue of the 

first factor (F1), 7,560, was able to explain the diversity of data 

by 44,469%, the second factor (F2) with 1,990 was able to 

explain 11.703%, the third factor (F3) with 1,732 explained 

10.188%, and the fourth factor (F4) with 1,070 only explained 

6.294%. Moreover, the analysis of the main components 

reduced the 17 variables to 4 as indicated in the Scree plot 

graph presented in Figure 2. The reduction process led to the 

loss of information by 27.346% and this means a diversity of 

variation of 72.654% or >70% was produced by the main 

components [50]. This further shows that the minimization 

process of the principal component analysis method was able 

to maintain 72.654% of the variable attribute information for 

further analysis. 
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Figure 2. Scree plot uses a minimum filter factor of 70% 

 

PCA analysis was also conducted using Bartlett's test and 

Kaiser-Meyer-Olkin values [51]. The aim of Bartlett's test was 

to determine the correlation between the variables, and the 

results obtained based on the following hypothesis are 

presented in Table 3. 

H0: There is no significantly different correlation with 0 

between variables 

H1: At least one of the correlations between variables differs 

markedly by 0 

The p-value result showed a value smaller than α = 0.05 and 

this means H0 was rejected while H1 was accepted. 

 

Table 3. Bartlett's test 

 
Component Value 

Chi-square (Observed Value) 771.119 

Chi-square (Critical value) 164.216 

DF 136 

p-value (Two-tailed) <0.0001 

alpha 0.050 

 

The Kaiser-Meyer-Olkin value (KMO) was used to assess 

the overall adequacy of sampling and variables for each 

indicator using correlation values between the variables as 

indicated in Table 4. It is important to note that variables are 

usually scaled worthy of analysis when they have a KMO 

value ≥ 0.5 [51]. The average value recorded in this study was 

0.839 and this indicates the variables can be analyzed. 

 

Table 4. Kaiser-Meyer-Olkin test of each variable 

 
Variable KMO 

Production of agricultural (ton) 0.854 

Fishery production (ton) 0.512 

Livestock and Poultry Population (head) 0.589 

Tourist sites (unit) 0.692 

Restaurants (unit) 0.913 

Hotels (unit) 0.850 

Inns/motels/guesthouses (unit) 0.914 

Hospitals (unit) 0.933 

Shops/traders (unit) 0.840 

Banks(unit) 0.879 

Cooperative (unit) 0.842 

Agricultural harvest area (ha) 0.887 

Tourist visit (person) 0.873 

Population density (people/ha) 0.866 

Clean water user households (KK) 0.790 

Paddy Field Area (ha) 0.783 

Forest area (ha) 0.746 

KMO 0.839 

 

The main components were grouped into four factors based 

on the weight of each variable as indicated in Table 5. The first 

factor (F1) consists of variables such as the numbers of 

restaurants, hotels, hostels/inns/guesthouses, hospitals, shops, 

banks, cooperatives, the population density, households using 

clean water, and the number of tourist visits. This F1 was 

grouped as trades and tourist services. The second factor (F2) 

includes the variables such as agricultural production, land 

harvest, rice field, and forest area, and was grouped as 

agriculture. The third factor (F3) consists of variables such as 

fishery, livestock, and poultry production, and was grouped as 

fisheries/livestock. Meanwhile, the fourth factor (F4) includes 

the number of tourist sites variable and was grouped as tourism. 

 

Table 5. Eigenvalue score on each factor 

 
Factors Variables Eigenvalue 

Factor 1 (Trade and 

Tourism Services) 

-Restaurants 

-Hotels 

-Inns/Motels/Guesthouses 

-Hospitals 

-Trades 

-Banks 

-Cooperatives 

-Tourist visits 

-Clean water user 

households 

7,560 

Factor 2 

(Agriculture) 

-Production of agricultural 

-Agricultural harvest area 

-Rice Field Area 

-Forest area 

1,990 

Factor 3 (Fisheries- 

livestock) 

-Fishery production 

-Livestock and Poultry 

Population 

1,732 

Factor 4 (Tourism) -Tourist sites 1,070 

 

The spatial pattern indicates the independence of each factor 

[50]. It was also discovered from the grouping that the main 

components of each location have a different coefficient 

indicated by the spatial pattern of each factor as presented in 

Figure 3.  

 

 
 

Figure 3. Characteristics of west-east corridor (PCA result) 
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The districts with trade and tourism services concentrated in 

the city area include Padang City, Pariaman, Padang Panjang, 

Bukittinggi, Payakumbuh, and Lima Kaum Sub-district of 

Limapuluh Kota Regency. Those with agriculture include 

Koto Tangah District, Batang Anai, Lubuk Alung, 2 x 11 Kayu 

Tanam, Sepuluh Koto, Batipuh, Pariangan Sungai Tarab, 

Salimpaung, IV Koto, Matur, Tilatang Kamang, Baso, 

Kamang Magek and Harau. Those related to livestock and 

fishery are Ulakan Tapakis District, Sintuak Toboh Gadang, 

Nan Sabaris, Enam Lingkung, 2 x 11 Six Lingkung, VII Koto 

Sungai Sariak, Padang Sago, Banuhampu, Ampek Angkek, 

Situjuah Limo Nagari, Aka-biluru, Payakumbuah, Luak, 

Lareh Sago Halaban, Guguak, and Mungka. Meanwhile, those 

observed to have tourism potential in the form of both natural 

and cultural tourist attraction sites include Bungus Teluk 

Kabung District, Pariaman Timur, Batipuh Selatan, Pattamuan, 

V Koto Timur, Malalak, Sungayang, South Payakumbuh, and 

Pangkalan Koto Baru. 

 

3.2 Characteristics and typologies of the regions 

 

The typologies were grouped through spatial clustering 

analysis using the results obtained from analyzing the main 

components. This spatial clustering method involves grouping 

objects into clusters based on their similarity [45]. For the 

purpose of this present study, the Fuzzy k-Mean (Fk-M) 

method which involves grouping data using the value of a 

certain degree of membership was applied [44]. 

The partition matrix in the form of n x m was also used 

where n is 65 which is the number of sub-districts and m is 4 

which represents the main component of the PCA analysis. 

This means a 65×4 matrix was used with cosine dissimilarity 

which is the distance that characterizes the fuzzy k-means and 

is usually determined based on the cosine angle between the 

two observations. A wider angle usually has greater cosine 

dissimilarity approaching 1 which represents 90° and this 

signifies no variable is divided between the observations. It is 

important to note that the initial parameter values set in this 

study include 3 clusters which are considered the base for the 

hierarchy of the regions. Meanwhile, the maximum iteration 

was 100, the smallest expected error was 10-5, and the initial 

iteration was 1. The elements of the initial partition matrix 

U65×4 (initial partition) were determined using random 

numbers (μik, i=1, 2, ..., c; k=1, 2, ..., n). 

Table 6 shows that the fuzzy grouping of k-means using 3 

clusters and 9 iterations produced Wilks' Lamda value of 0.064. 

It is important to note that a smaller Wilk's Lamda value 

indicates a better cluster accuracy rate. Moreover, the 

grouping in each cluster based on the profile or mean plot 

presented in Figure 4 showed that the highest value of cluster 

1 (red) was in F1, cluster 2 (blue) in F3, and cluster 3 (green) 

in F2. 

Figure 5 shows the silhouette coefficient value. This 

silhouette coefficient is a method normally used to determine 

the quality and strength of clusters [52]. The value is between 

-1 to 1 and the closeness to 1 indicates better grouping of data 

in a cluster and vice versa. The values for the three established 

clusters in this present study were found to be close to 1 such 

that cluster 1 has 0.703, cluster 2 has 0.528, and cluster 3 has 

0.435, thereby, leading to an average of 0.564. This means the 

data selected for the grouping were quite precise considering 

the fact that the average value is close to 1. 

 
 

Figure 4. Profile or Mean Plot of each cluster, cluster 1 (red) 

has a maximum value at F1, cluster 2 (blue) has a maximum 

value at F3, and cluster 3 (green) has a maximum value at F2 

 

 

 
 

Figure 5. Silhouette coefficient per cluster with cluster 1 

having 0.703, cluster 2 has 0.528, cluster 3 has 0.435, and the 

average is 0.564 

 

The typologies were set to three clusters of urban, desa-kota, 

and rural areas based on regional characterizer variables [53]. 

The variables in Factor 1 (F1) include the number of 

restaurants, hotels, motels/guesthouses, hospitals, banks, 

cooperatives, tourist visits, as well as population density, and 

household water users. This means (F1) is an urban 

characterizer and this led to the grouping of cluster 1 (red) in 

urban areas. Moreover, the variables in Factor 2 (F2) include 

agricultural produce, agricultural harvest area, rice field area, 

and forest area, and this means F2 is a village characterizer, 

thereby leading to the grouping of cluster 3 (green) in the rural 

area while cluster 2 (blue) which mixes feeds between urban 

and rural is grouped in the desa-kota area [54]. The silhouette 

coefficient value in Figure 5 showed that cluster 1 which was 

grouped into urban areas is the best followed by cluster 2 in 

desa-kota, and cluster 3 in rural areas. 

 

Table 6. Summary of Fk-M 

 
Number of clusters Iterations Criterion (log) Between-classes Within-class variance Wilks' Lambda test Mean width 

3 9 2.635 79.978 5.511 0.064 0.564 
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Figure 6. Typologies of west-east corridor (Fk-M analysis 

result) 

 

Figure 6 shows the typological grouping of each cluster. It 

was discovered that cluster 1 typology which is an urban area 

consisting of 24 sub-districts is located in districts such as 

Padang City, Pariaman, Padang Panjang, Bukittinggi, and 

Payakumbuh with only one subdistrict in Tanah Datar 

Regency Lima Kaum District. Moreover, cluster 2 typology 

which is a desa-kota consisting of 21 sub-districts is generally 

located in the regency area while cluster 3 typology which is 

in rural areas has 20 sub-districts and is also generally located 

in the regency area. 

The characteristics of each region were determined using 

PCA analysis in Figure 3 while the typologies were obtained 

from the Fk-M analysis as indicated in Figure 6. They were 

both further analyzed using overlay analysis methods to show 

the diversity in each region of the West-East Corridor. 

The overlay analysis produced ten characteristics and 

typologies as indicated in Figure 7. It was discovered that 

trades and tourism services cluster 1 (urban) consists of 20 

districts, cluster 2 (desa-kota) consists of 3 districts, and 

cluster 3 (rural) consists of 1 district. Moreover, agriculture 

cluster 1 (urban) consists of 1 district, and cluster 3 (rural) 

consists of 14 districts while fisheries/livestock cluster 2 

(desa-kota) consists of 16 districts and cluster 3 (rural) consists 

of 1 district. The findings further showed that tourisms cluster 

1 (urban) consists of 3 districts, cluster 2 (desa-kota) consists 

of 2 districts, and cluster 3 (rural) consists of 4 districts. The 

characteristics and typologies pattern showed that they are 

both spread evenly throughout the west-east corridor. 

 

 
 

Figure 7. Overlay analysis between characteristic (PCA 

result) and typology (Fk-M analysis result) each region 

 

 

4. DISCUSSION AND CONCLUSIONS 

 

The terms used for strategic areas differ with countries as 

previously stated [14] such as industrial free zone, economic 

zone, special economic zone, specific economic zone [16], 

airport economic zone [8], potential border zone [9], river 

economic zone [10, 11, 12], special zone [13], special border 

economic zone [17], and heritage corridor [18]. It is also 

important to reiterate that the differences in the development 

potentials of each region lead to the need to implement specific 

strategies for the development process. 

The West-East Corridor is one of the strategic areas in West 

Sumatra. It consists of 9 regencies/cities and 65 sub-districts 

with different characteristics [49, 27]. The diversity of 

characteristics of the west-east corridor distinguishes the 

region from other areas in West Sumatra [22]. It was 

discovered that the characteristics and typologies of the 

corridor include trade zone and tourism services cluster 1 

(urban), cluster 2 (desa-kota), and cluster 3 (rural) as well as 

agricultural zone cluster 1 (urban) and cluster 3 (rural). 

Moreover, it also has fisheries/livestock zone cluster 2 (desa-

kota), cluster 3 (rural), and cluster 1 (urban) as well as tourist 

zone cluster 2 (desa-kota) and cluster 3 (rural). The problems 

associated with each of them vary and this leads to the 

differences in the strategies and policies to be applied in each 

region. 
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This means the development strategy to be implemented in 

a region needs to be in line with the characteristics of the 

region. For example, the special economic zone in India is 

characterized as an industrial area [19] and the regional 

development strategy in the zone was focused on 

infrastructure to support industrial development, netting 

private involvement in investment activities, technological 

development, and tax reduction. The potential border zone in 

Thailand is designated an industrial and trade zone [9], and the 

strategy for regional development was focused on promotion 

and investment policies, open economic activities in border 

areas, integration programs between centers and regions, the 

conduct of mutually inclusive growth, and development of 

economic cooperation between countries.  

The strategic economic area in West-East Corridor is one of 

the regions expected to become a prime mover of the West 

Sumatra economy. The realization of this objective requires 

tailoring policies and strategies [55, 56] in line with the 

characteristics and typologies of each sub-district in the 

corridor. Therefore, the grouping conducted in this study is 

designed to assist local governments in making policies [57] 

to realize sustainable development [58] in the West-East 

Corridor and also makes it easier for investors [59] to make an 

informed investment decision. 

This research becomes the basis for local governments to 

make policies and strategies to increase investment and 

develop the East-West Corridor. The policies and strategies 

implemented are adjusted to the characteristics and typology 

of each region. This study has limitations; the author does not 

consider some observed variables. 
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