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The strain on any structure is a critical issue worldwide, resulting from loads on the 

structure. An exact prediction at all the expected strains ranges on the dam will pave the 

way for better dam management under different discharges. The main aims of the 

present paper are to study the behaviour of strains on the dam and create a model based 

on ANN techniques that can be used to predict the strain on the model of the Haditha 

dam. The ANN is a computational model that simulates the method neurons work in 

the human brain. The research includes a study of the strains on the dam body and the 

gate. The input of the present model includes gate opening, discharge, depth of upstream 

water, and force on the dam body and gate. The model has been applied by using 150 

actual testes of strain in the hydraulic laboratory. The model has been achieved by using 

a MATLAB software with hyperbolic sigmoid transfer function and three nodes. The 

accuracy of the model was achieved by using some statistical indicators. The results 

show the ANN is capable of predicting the strain on the Haditha dam with high 

accuracy. The regression for both strains on the dam body and the gate was more than 

89% for all training, validation, testing, and all samples.  
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1. INTRODUCTION

The need to provide a tool for reliable water control and 

supply and electrical power generation is the vested force for 

the construction of dams' worldwide [1]. In dam engineering, 

the risk analysis must be performed for evaluations of the 

structure's safety. Based on safety, dams are considered critical 

structures which mean accuracy during design, construction, 

and operation are needed with careful consideration. From an 

economical viewpoint, the consideration of all safety issues is 

impossible. Therefore, the risk analysis must be achieved to 

satisfy the economic and safety considerations simultaneously, 

which can help engineers to select a better or more accurate 

design. The behavior of hydraulic structures like dams and 

their accessories spillways and gates) under dynamic loading 

is one of the most critical cases of safety. Any structure has 

different dynamic behavior when it is in contact with water 

from it in contact with air. The selection of the appropriate 

model for analysis to predict or evaluate the dynamic behavior 

of dams is the most significant issue. 

Understanding the relationships among discharge, forces, 

and strain has a significant role in managing the dam. One of 

the valuable techniques for predicting strain on the dam and 

gate is Artificial Neural Network techniques (ANN). The 

ANN is increasingly applied to solve various civil engineering 

problems. The artificial neural network (ANN) is a computing 

system component that simulates how the human brain 

analyses and processes information. It is a foundation of 

artificial intelligence (AI); it can solve problems impossible or 

difficult to solve by human or statistical standards [2]. The 

artificial neural network has the ability and approved to solve 

a number of complex problems in different applications which 

have nonlinear behaviour; in addition, the (AI) models provide 

an accurate prediction, less cost, and time-efficient solution [3-

5]. 

In the last years, many civil engineers have attempted to 

study different applications using ANN techniques. Mahmood 

et al. [6], examined the Release of Water from Haditha Dam 

by using ANN. They used seven inputs factors: monthly 

Inflow rainfall, evaporation, reservoir storage, total monthly 

demand, and released water at the previous time to predict 

water release for Haditha dam. The authors used a sigmoid and 

hyperbolic tangent transfer function with two neurons. They 

found that ANN has accepted accuracy to forecast the release 

of water from the Hadith dam. 

Al-Suhail et al. [7], studied a dynamic analysis of a dam-

reservoir-foundation system using an Artificial Neural 

Network. They built the ANN model by used SPSS software 

for estimating hydrodynamic pressures and maximum stress, 

strains on the section of gravity dam under seismic excitation. 

Their results show the model capable of predicting stress and 

hydrodynamic pressures with high accuracy. The application 

of Artificial Neural Network (ANN) for Reservoir Water 

Level Forecasting has been studied by Rani and Parekh [8]. 

They used data of 16 years to train ANN and seven years of 

data to validate the water level model for their case study. 

Authors show that the ANN appropriate predictor for real-time 

Water Level forecasting of the study area. 

The daily reservoir level of Millers Ferry dam in the USA 

was Predicted using Artificial Neural Network by Üneş et al. 

[9]. Their network was built according to the Levenberg-

Marquardt optimisation technique to updates the weights and 

Mathematical Modelling of Engineering Problems 
Vol. 9, No. 1, February, 2022, pp. 150-158 

Journal homepage: http://iieta.org/journals/mmep 

150

https://crossmark.crossref.org/dialog/?doi=10.18280/mmep.090119&domain=pdf


 

bias values. They have compared the result of the optimal 

ANN with conventional auto-regressive models (AR), auto-

regressive moving average (ARMA), and multi-linear 

regression (MLR) models. Authors reached to results that the 

ANN models perform better than the conventional models to 

predict of daily reservoir level of Millers Ferry dam. The ANN 

models are used also to predict the daily evaporation, 

evaporation from subsurface reservoirs, and infiltration in the 

Iraqi western desert that included the region of the present 

study (Haditha Dam). Almawla [10] and Muneer et al. [11] 

and Kamel et al. [12] with very good accuracy for predicting.  

In the present study, the high force comes from huge water 

mass collision on the dam body and gate can be caused high 

stress and strain because of the significant hydrodynamic 

pressure that is developed as well as the hydrostatic pressure 

on the dam upstream face. The dam and water in reservoir 

interact dynamically when the high stress and strain may be 

caused severe damage to the dam. Hydrodynamic water force 

affects the dam strain (deformation) and leads influence the 

pressure. The operation frequency of dams and intensity of 

water entered the reservoir because of flow rate increasing 

during the flood, depth of water in the reservoir (high level in 

fill and low level when it empty), stiffness of dams are the 

factors affecting the hydrodynamic behavior of dams and their 

response. Although there is a significant problem of the effect 

of strain and stress on the dam body and the gate, the studies 

are limited; therefore, the present study will highlight the 

effect of stress on the dam and radial gates.  

The first contribution of the present study is to introduce a 

new artificial intelligence model to understand the effects of 

discharge, hydraulic forces on the gate and the body of the dam 

and predicting the strain on them; the second contribution is 

known as the most influential parameter on it.  

 

 

2. CASE STUDY AND MODEL SET-UP 

 

The modelling of the present study was built in the 

Hydraulic Laboratory of the University of Anbar, inside an 

open channel at a laboratory located in the Anbar governorate. 

The model was constructed to simulate strain on the gate and 

dam body of the Haditha dam. It was made from iron with a 

scale of 1:110. It was designed and constructed per the 

principles of hydraulic modelling and similarity. Haditha dam 

is an earthfall dam is located at 34°120 latitudes and 42°210 

longitudes on the Euphrates River, about 270 km northwest of 

Baghdad (Figure 1).  Haditha dam was constructed for multi-

functional purposes and is used for hydroelectricity generation, 

regulation of the flow of the Euphrates River and irrigation of 

field water. The maximum water storage capacity of the dam 

is about 8.3 billion cubic meters with a maximum surface area 

of 500 km2. The spillway of dam is a controlled type with six 

radial gates divided by piers (5.0 m and 7.0 m thick). The 

dimension of radial gates is 13.5 m high, 16m width and 16.6 

m radius [13]. The dam power station is an integral part of the 

dam, containing six vertical Kaplan turbines capable of 

producing 660 MW of power [14, 15]. 

 

 

3. THE METHODOLOGY  

 

The relation between discharge and strain has been 

examined in the present study by using a strain gauge. To the 

sense of water forces on the model, some parts of the model 

were changed with plastic (gates and dam body) type 

Polyethylene Terephthalate Polyester (PETP) with (20 – 80) * 

10-6 k-1 coefficient of thermal expansion (Figure 2). The 

Japanese strain gauge type GF series (GOBIET) (GFLA-3-50-

3LJC-F) was used to determine of a strain on the model of the 

Haditha Dam spillway (see Figure 3). These strain gauges are 

suited to the measurement on materials such as plastics, which 

have low elastic modulus compared to metal. It was 

connecting to handheld data logger type S-2770 (TC-32k) 

used for data collection. Figure 2 illustrates the model through 

working.  

Four strain gauges were fixed on the gate to simulate the 

maximum strain as possible. In addition, one strain gauge on 

the centre of the body dam. The strain gauges were fixed using 

glue (CN) after cleaning and sharpen the places. TML strain 

gauge coating material was used to waterproof the strain gauge, 

as shown in Figure 4. the average strain on the gate was used 

in ANN analysis. 

 

 
 

Figure 1. Map of location and layout of Haditha dam on the 

Euphrates River [14] 

 

 
 

Figure 2. The model with data logger and strain gauge 

 

 
 

Figure 3. Strain gauge type GFLA 
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Figure 4. Strain gauge on gate and dam body dam 

 

 

4. RESULT AND DISCUSSIONS 

 

4.1 The analysis of forces on the model 

 

The forces on the model are analyzed to determine the 

relationship between discharge and strain. Figure 5 illustrates 

the analysis of forces on the model.  

 

 
 

Figure 5. Force acting on the model 

 

The average force on the dam body can be calculated by 

using Eq. (1) [16]: 

 

F1 = 
 𝑦1 𝛾+𝑦2 𝛾

2
 (0.3041 ) ∗ 𝑤 = 237.15 (y1 + y2) (1) 

 

where:  

F1= average force on the body of the dam (N) 

y1= depth of upstream water (m) 

w = width of dam (m) = 0.159 m 

y2= depth before the gate (m) 

The average force on the gate with a partial opening is 

calculated from the vertical and horizontal force. The vertical 

gate force can be calculated from Eq. (2) [17]: 

 

Fgv = 𝛾 ∗ 𝑉 =  𝛾 ( 𝐴𝑠𝑒𝑐 − 𝐴𝑡𝑟𝑎.) ∗ 𝑤 =  𝛾(
𝜃

360
∗  𝜋 ∗

 𝑟2 − 
1

2
 ( 0.15 ∗ 𝑐𝑜𝑠 𝜃 ∗ 𝑦4)) ∗ 0.145 

(2) 

 

where: 

y4 = (y2 – gate opening) 

𝜃 =  𝑆𝑖𝑛 −1(
𝑦4

0.15
) 

𝛾 𝑤𝑎𝑡𝑒𝑟 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 = 9810 
𝑁

𝑚3 , r (radius) = 0.15 m 

𝐴𝑠𝑒𝑐 = area of sector, and 𝐴triangle = area of a triangle  

Eqns. (3) and (4) determines the forces (F3, F4) [16] on the 

model. 

 

F2= 
1

2
 𝛾 ∗ 𝑦2

2 ∗ 𝑤 = 780.4 ∗ (𝑦2
2) (3) 

F3= 
1

2
 𝛾 ∗ 𝑦3

2 ∗ 𝑤 = 711.22 ∗ (𝑦3
2) (4) 

 

After calculating all horizontal and vertical forces, the result 

of horizontal force has been calculated using the summation of 

forces in X-direction equal to the rate change of momentum. 

 

∑ 𝐹𝑥 = 0 (5) 

 

Fgh + F2- F3= Rate change of momentum = 𝜌 ∗
𝑄( 𝑉2 − 𝑉1) 

(6) 

 

According to USBR, Design of Small Dams, 1987, the (v2) 

can be found by using Eq. (7) [18]. 

 

𝑉2 =  𝐶. √2𝑔𝑦 (7) 

 

where: Y= vertical distance between the total upstream head 

and the centre of the gate opening. 

C is a coefficient of discharge determined according to (𝜃) 

by using Figure 6.  

 

 
 

Figure 6. Discharge coefficient Cg as a function of the angle 

(𝜃) [18] 

 

4.2 The relation between strain and discharge 

 

The relation between strain and discharge has been studied 

to understanding the behaviours of strain with different 

discharges. These relations were examined for the body of the 

spillway and on the gates as below. 

Figures 7 and 8 illustrate the relationship between discharge 

and strain on the gate and spillway at different gate openings. 

The direct relationship between the discharge and strain can 

be shown in Figures 7 and 8. The increase of discharge leads 

to an increase of strain at the same gate opening. These 

direction relations result from an increase of discharge, leading 

to the rise of forces on the dam. The increase of forces leads to 

an increase in strain. On the other hand, the increase in gate 

opening leads to an increase in the flow cross-section area, 

reducing the pressure on the gate and dam body. 

152



 

 
 

Figure 7. The relation between discharge and strain on the dam body at different gate openings 

 

 

 
 

Figure 8. The relation between discharge and strain on the gate at different gate openings 
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4.3 ANN analysis of flow on the model 

 

In hydrological modeling when modeling of non-linear 

connections of input and output is required, the ANN can be 

used [19]. A direct relation could be obtained using an ANN 

model, which needs a database of the set of output parameters 

related to input parameters. To obtain a direct relation by 

applying ANN, output variables database set related to the 

respective input variables are needed [8]. 

MATLAB 2020 Ra has been used to analysis of data from 

the model. Four inputs (gate opening, discharge, upstream 

depth, and force) have been considered as the input layer, and 

one output (strain) with three hidden neurons was used in the 

present study see Figure 9.  

 

 
 

Figure 9. ANN network diagram 

 

The data of input and target vectors were sets as three sets 

as follows:  

- 70% for data training.  

- 15% used to validate that the network is generalizing 

and stopping training before over fitting. 

- 15% used as a completely independent test of network 

generalization [20].  

The transfer functions used in the present network was 

(Hyperbolic Tangent) for both hidden and output layer as 

shown in Figure 10. The transfer function was chosen by try 

and error. Training a network and adjusting its weights can be 

accomplished using many different algorithms. Levenberg–

Marquardt backpropagation (trainlm) technique was used in 

this study because it is recommended for most cases [21]. 

 

 
 

Figure 10. The transfer functions of the network 

 

The hypotheses of model analysis by ANN are: 

- The limitations of discharge were 10 m3/s to 105 m3/s. 

- The upstream depth is up to 47.9 cm. 

- The gate opening is 2 cm to 12.2 cm.  

- The units used in the model analysis were cm for depths, 

m3/s for discharge, Newton for forces and microstrain. 

 

4.4 Validation of the accuracy of the ANN model 

 

It is possible to measure the accuracy of the ANN 

application in several ways. Regression (R) is one of the most 

commonly used methods for this purpose. It is a statistical 

measure of the degree to which estimated values and actual 

measurements correlate. The network was training to achieve 

the best results according to regression and performance of the 

network. Figures 11 and 12 illustrated the regression for both 

dam and gate network training. 

  

 
 

Figure 11. The scatter plot between observed and predicted 

strain on the dam 

 

 
 

Figure 12. The scatter plot between observed and predicted 

strain on the gate 

 

In Figures 10 and 11, there is a good regression between 

observed and predicted data for both models; all regression 

was more than 89% for validation, training, testing and all data. 

This is an indication of the accuracy of the model for 

determining the strain on the dam and gate. 

Figures 13 and 14 portray the measured value versus each 

model's predicted value. It is illustrating the measured and 

predicted value for the strain on the dam and the gate. In these 
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figures, the comparison between the measured and predicted 

values shows a high agreement between them.  

 

 
 

Figure 13. The measured and predicted strain for dam 

 

 
 

Figure 14. The measured and predicted strain for gate 

 

Another indicator for examining the accuracy of the 

relationship between observed and predicted is the best 

validation performance. The training stopped when the 

validation error increased for several iterations, as shown in 

Figures 15 and 16.  

 

 
 

Figure 15. Best validation performance for the strain on the 

dam 

 

Figures 15 and 16 show the results are reasonable because 

of both validations set error and test set error to have a similar 

characteristic, and there is no overfitting occurred by iteration 

zero. on the other hand, the root mean square error (RMSE) 

and main absolute error (MAE) have been calculated 

according to the Eq. (8) and (9) to achieve the accuracy of the 

model [22]. Table 1 illustrated the statistical parameter. The 

value of RMSE and MAE certain the high accuracy achieved 

between measured and predicted values. 

 
 

Figure 16. Best validation performance for the strain on the 

gate 

 

RMSE = √
1

𝑁
∑ (𝑀𝑖 −  𝑃𝑖)

2 𝑁
𝑖=1  (8) 

 

MAE = 
1

𝑁
∑ |𝑀𝑖 − 𝑃𝑖|𝑁

𝑖=1  (9) 

 

where:  

Mi = the measured value.  

Pi= the predicted value.  

 

Table 1. The estimation results based on statistical parameter 

 
Model RMSE (micro) MAE (micro) Regression % 

Dam body 75.395 58.36 89.29 

Gate 43.56 34.219 89.1 

 

4.4.1 Predicting the equation between input and output  

The mathematical formulas for output depending on the 

transfer function types. It is generated by simple regression 

neural network. The input and output data must be scaled 

before training to remove their dimension and ensure that all 

variables receive equal attention during training. As part of the 

scaling process, the input and output are normalized to have 

the zero mean and unity standard deviation [23]. According to 

the output transfer function, which was Hyperbolic Tangent, 

the Eq. 10 has been used to scale the data [23]. 

 

Xn = 
2 ( 𝑋− 𝑋𝑚𝑖𝑛)

( 𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛)
− 1 (10) 

 

where:  

𝑋𝑚𝑖𝑛 is a min value and 𝑋𝑚𝑎𝑥  is a max value. 

In the present study, the (TANH – TANH) transfer function 

was used, and the following equation was used to predicting 

the equation between input and target. 

 

Ij = ∑ 𝐼𝑖 𝑊𝑗𝑖 +  𝜃 (11) 

 

X = ∑ 𝑊𝑘𝑗 ∗ 𝑇𝐴𝑁𝐻( 𝐼𝑗) (12) 

 

O= TANH (X) (13) 

 

where, i= 1,2,3..,9 ,10 (nodes in the input layers),j=1, 2, 3, 

4, …12, 13 (nodes in the output layers), k=1 (output layer 

node), wji and wkj are training Weights given in Tables 2 and 

3. Ii= Inputs, 𝜃= bias. O= predicted outputs. 
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Table 2. Weights and bias for gate from the network training 

 
Strain on the gate   

Weights and bias from input (I) to Hidden (H) layer Weights and bias from Hidden (H) to Output (O) layer  

Input H1-i H2-i H3-i H1-O H2-O H3-O  

I1 -10.786 -0.5612 3.7048 -0.6267 3.7755 -1.0365  

I2 -1.8538 0.72298 -0.6312     

I3 0.66693 0.02049 -0.5158     

I4 4.2773 -0.0261 0.03097     

Bias -0.7893 0.80326 2.0671 Bias -2.4134   

 

Table 3. Weights and bias for dam body from the network training 

 
Strain on the dam 

Weights and bias from input (I) to Hidden (H) layer Weights and bias from Hidden (H) to Output (O) layer 

Input H1-i H2-i H3-i H1-O H2-O H3-O 

I1 2.0767  1.2269 6.3014 0.50632 -4.0927 0.84582 

I2 1.4264 -0.9071 -5.1591    

I3 -2.1579 0.34321 0.53438    

I4 2.5817 -0.2605 0.76923    

Bias -1.3442 0.60358 0.84205 Bias 2.0041  

 

According to weights and bias in the Tables 2 and 3, the 

equation of predict strain on the dam body and gate has been 

writing as follow.  

For dam body the Eqns. (14) to (18) can be used to 

determine the strain. 

 

strain = 440.5*(TANH (X)) + 2380.5 (14) 

 

X= 0.50632 * TANH (H1) - 4.0927 * TANH (H2) + 

0.84582 *TANH (H3) + 2.0041 
(15) 

 

H1= 0.4072 d + 0.0303 Q – 0.3294 y + 0.0885 f - 

3.3961 
(16) 

 

H2= 0.241 d – 0.0193 Q + 0.0524 y - 0.0089 f -1.071 (17) 

 

H3= 1.235 d - 0.1098 Q + 0.0816 y + 0.02637f - 

8.458 
(18) 

 

And the Eqns. (19) to (23) can be used to predict strain on 

the gate: - 

 

The strain on the gate = 213*(TANH (X)) + 423 (19) 

 

X= -0.62679 * TANH (H1) +3.7755 * TANH (H2) -

1.0365 *TANH (H3) -2.4134 
(20) 

 

H1= - 2.115 d – 0.0394 Q + 0.1018 y + 0.3844 fg + 

7.676 
(21) 

 

H2= - 0.11 d + 0.0154 Q +0.0031 y - 0.00235 fg + 

0.6217 
(22) 

 

H3= 0.7264 d - 0.0134 Q – 0.0787 y + 0.00278 fg + 

0.8851 
(23) 

 

where, d= open gate (cm), Q = discharge (m3/h), y= depth of 

upstream(cm), f = force on the dam body and (N) fg= force on 

the gate (n).  

 

4.4.2 Analysis sensitivity of ANN model 

A modified Garson algorithm has been used to analyse the 

model's sensitivity to determine which input factor has the 

greatest influence over strain. The Garson algorithm is used to 

determine the importance of input parameters in a neural 

network. By dividing the neural network connection output 

weights, this method estimates the relative importance of each 

input variable within a network. The details of the Garson 

algorithm show in Eq. (24) [24].  

 

𝑄𝑖𝑘 =  
∑ |𝑤𝑖𝑗𝑣𝑗𝑘| ∑ |𝑤𝑟𝑗|𝑁

𝑟=1⁄𝐿
𝑗=1

∑ ∑ (|𝑤𝑖𝑗𝑣𝑗𝑘| ∑ |𝑤𝑟𝑗|𝑁
𝑟=1⁄ )𝐿

𝑗=1
𝑁
𝑖=1

 (24) 

 

where: 

- 𝑄𝑖𝑘  is the percentage of influence of input variable on 

the output; 

- 𝑤𝑖𝑗  is the connection weight between the input neuron 

i and the hidden neuron j; 

- 𝑣𝑗𝑘 is the connection weight between the hidden neuron 

j and the output neuron k;  

-  ∑ |𝑤𝑟𝑗|𝑁
𝑟=1  is the connection sum of weights between 

the N input neurons and the hidden neuron j. 

 

 
 

Figure 17. The importance of input factors for the strain on 

the dam 

 

Figures 17 and 18 show the input factors' importance on the 

strain to gate and dam. 

As illustrated in Figures 16 and 17, the gate opening, and 

the discharge are the most important variables for determining 

the strain on the gate and the dam body. The importance of 

gate opening reached about 60% and 40% on the gate model 

and dam model, respectively. The influence of discharge on 
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the strain for each model is significant, and it reaches about 

30% and 26% for the gate and dam models, respectively. The 

sensitivity results clearly illustrate the correlation between 

gate opening and discharge, and the strain, where logically, a 

slight decrement in gate opening and high discharge, can lead 

to higher strain. In terms of strain, force is the least influential, 

followed by upstream depth.  

 

 
 

Figure 18. The importance of input factors for the strain on 

the gate 

 

 

5. CONCLUSIONS  

 

The Backpropagation neural network has the capacity to 

predict the strain on the Hadith dam. For both strain models on 

the dam body and the gate, the most influential input variable 

is the gate opening, followed by discharge, force, and depth of 

upstream water. The influents of a gate opening reached about 

60%, 40% for the strain on the gate and dam body dam, 

respectively. The ANN model delivered a good estimation 

with acceptable regression of more than 89% for both models, 

indicating that the ANN is reliable for modelling strain on the 

Haditha dam. The mathematical equation has been predicating 

to estimate the strain on the dam body and the gate (Eqns. (12) 

and (17)). The predicted equation is beneficial to calculate the 

rating curve between discharge and strain at different gate 

openings; it is essential in the design of dams. Finally, the 

direct relation between discharge and strain has been noted. 

The present study was limited by the dimensions of open 

channel in the hydraulic laboratory, which limited the scale of 

the model, and the discharge of the open channel was also 

limited between 10 m3/h to 140 m3/h, which restricted the 

study the effect of higher discharge. The future research can 

involve adding the effect of other dam's accessories such as 

turbine vibration and study their effect on the dam and gates. 

On the other hand, studying the special materials of the gate 

and concrete can carry high vibration and high loads. 
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NOMENCLATURE 

 

ANN Artificial Neuroal Network 

MSE Mean Square errors 

MAE Mean Absolute Relative Error  

RMSE Root Mean Square errors 

GRNN  Generalized Regression Neural Network 

RBFNN Radial Basis Function Neural Network  

 

Subscripts 

 

Asec Area of Sector 

d open gate (cm) 

Q Discharge (m3/h 

y depth of upstream (cm 

f force on the dam body (N)  

fg force on the gate (N). 

𝑄𝑖𝑘  
the percentage of influence of input variable on 

the output 

𝑤𝑖𝑗  
the connection weight between the input neuron 

i and the hidden neuron j 

𝑣𝑗𝑘 
the connection weight between the hidden 

neuron j and the output neuron k 
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