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With the development of high-performance chips, the heat flux of Internet datacenter (IDC) 

is on the rise, and heat dissipation becomes a major bottleneck of IDC development. The 

cooling needs of the IDC room can hardly be met by the traditional method of air cooling. 

In recent years, immersion liquid cooling has attracted a growing attention, due to its 

excellent performance. This paper designs and optimizes an immersion liquid cooling 

system for IDC. Multiple numerical simulations were carried out to analyze the influence 

of the system parameters on heat dissipation, and improve the system efficiency using a 

dielectric coolant. Specifically, 20 graphics processing units (GPUs) and 2 central 

processing units (CPUs) were set up in each machine of the liquid cooling server. Then, 

the GPU and CPU temperature was examined under different opening positions on the 

server top plate, inlet coolant temperatures, and coolant flow speeds. The results show that 

a 30mm-wide, 430mm-long opening should be set at the upper part of the GPU array, 

20mm away from the top plate. The cooling effect can be optimized at the inlet temperature 

of 30℃, and the coolant flow speed of 3m3/h. 
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1. INTRODUCTION

The emergence of various high and new techniques, namely, 

big data, cloud computing, artificial intelligence (AI), and 5G, 

heralds the dawn of the new era of digitization. The rapid 

development of these techniques is inseparable from the strong 

support of Internet datacenter (IDC), an information center 

with high energy consumption. In the IDC, there are many 

energy consumers, including information equipment, cooling 

system, and power supply and distribution system. Among 

them, the leading consumer is the cooling system responsible 

for cooling electronic equipment. More than 38% of the total 

energy consumption of the IDC are attributable to the cooling 

system [1]. Each year, the cooling system consumes a lot of 

power, pushing up the operation and maintenance costs of the 

IDC. The high energy consumption has become a major 

obstacle of IDC development. IDC designers are faced with 

the challenging task of reducing energy consumption of the 

IDC, especially that of the cooling system. 

Currently, air cooling is the dominant mode of IDC cooling 

system [2-4]. During the application, the cold air outdoor is 

introduced to naturally cool down the IDC. There are three 

types of air-cooling methods: direct natural cooling, indirect 

natural cooling, and evaporative cooling. Direct natural 

cooling directly uses outdoor cold air for cooling [1]. This 

technique has been successfully applied in many countries and 

regions. For example, Yahoo adopted direct natural cooling 

for its datacenter in New York, and achieved a power usage 

effectiveness (PUE) of 1.08. 

Indirect natural cooling utilizes outdoor cold air with the aid 

of heat exchangers, so that the datacenter is not disturbed by 

the external environment. Evaporative cooling produces cold 

air by the principle of water evaporation. Any of these air-

cooling techniques is limited by the small specific heat of the 

air, and the inefficient heat transfer through convection. The 

high air flow required by convection reduces the energy 

utilization. To overcome the limitation of air cooling, liquid 

cooling came into being. Liquid cooling was initially used in 

the aerospace to dissipate the heat of satellites and rocket 

engines.  

With the growing density of computer chips and complexity 

of computing tasks, the heat load of information technology 

(IT) equipment rises steadily. The capacity of air cooling in 

IDC room quickly approaches its limit. Based on air cooling, 

the traditional air conditioning (AC) system can no longer 

effectively cool down the high-density IDC room. To solve the 

problem, the IDC industry turns to liquid cooling for help. 

More and more datacenters have employed liquid cooling 

techniques. Liquid cooling boasts obvious advantages over air 

cooling. Unlike the air, liquid tends to have a large specific 

heat capacity, a premise of high energy efficiency [5, 6]. 

Excessive temperature is a major cause of the failure of the 

sever and other electronic equipment of datacenters [7]. The 

allowable working temperature for chips is generally below 

70℃. Once the ambient temperature surpasses this threshold, 

each 2℃ of temperature rise will reduce the chip reliability by 

10% [8]. The efficiency and stability of the server and chips 

can be guaranteed through liquid cooling. Besides, liquid 

cooling, as an environmentally friendly technique, can also 

save energy, lower cost, and reduce noise [9].  

Liquid cooling is not simply water cooling. For the IDC, any 

technique that dissipates the heat of equipment with liquid 

with high specific heat capacity as the transmission medium 

falls into the realm of liquid cooling. At present, liquid cooling 

can be deployed in three different modes: immersion, cold 

plate, and spraying. Immersion liquid cooling, a typical direct 

contact technique, immerses the hot electronic components in 

the cold medium (coolant), and takes away the heat by the 
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circulating liquid flow. Since the components directly contact 

the coolant, immersion liquid cooling is more efficient and less 

noisy than the other two modes. 

Levin et al. reviewed the design of reconfigurable computer 

system using liquid cooling, summarized the structure, 

location, and technical features of immersion cooling, 

examined the design of main technical solutions and their 

prototypes, and tested the next generation computing modules 

[10, 11]. Shah et al. [12] explored influence of mineral oil 

immersion cooling on equipment reliability and compatibility, 

and observed how mineral oil alters the mechanical and 

chemical properties of IT equipment materials, such as 

polyvinyl chloride, printed circuit board, and switching 

devices. 

Eiland et al. operated a single server completely immersed 

in mineral oil, and changed the volumetric flow and oil inlet 

temperature [13, 14]. The results show that the maximum oil 

inlet temperature of 45℃ can be used for cooling. At this time, 

the coolant flow was 1.5 liters per minute (lpm), and the 

central processing unit (CPU) temperature was maintained at 

74℃. It can be calculated that the PUE reached the minimum 

of 1.03. Wagner et al. [15] compared the cooling performance 

of three liquid cooling techniques, including single-phase cold 

plate, two-phase immersion cooling using 3M Novec 649, and 

single-phase immersion cooling using mineral oil. The 

comparison shows the single-phase cold plate consumed the 

most power and achieved the lowest thermal resistance 

(0.048k/W), followed in turn by two-phase immersion cooling 

using 3M Novec 649, and single-phase immersion cooling 

using mineral oil. 

Overall, the current research on liquid cooling mainly 

focuses on testing specific coolants or comparing different 

immersion liquid cooling techniques. When it comes to IDC 

cooling, the application of liquid cooling faces three major 

challenges: 

(1) The coolants of immersion liquid cooling are too 

expensive. For example, 3M’s fluoroethers (Novec7100, FC-

3283, and FC-40) must be imported at high prices. 

(2) The solution level varies significantly with immersion 

liquid cooling systems. In the two-phase immersion liquid 

cooling system, the fluorinated electronic liquid will escape 

easily after evaporating into gaseous state. To prevent the 

escape, the system must meet a high sealing standard. 

However, the cooling system cannot be sealed completely to 

prevent cylinder explosion. This calls for additional safety 

facilities. 

(3) The liquid cooling scenarios are not considered fully in 

server design. The mainstream servers are designed for the 

traditional scheme of room refrigeration. Before applying 

immersion liquid cooling, it is necessary to customize the 

server structure carefully. 

To solve the above problems, this paper designs and 

optimizes a single-phase immersion liquid cooling system for 

IDC. A special liquid coolant was prepared, and integrated 

with the cabinet into one machine. To improve the cooling 

performance of the system, numerical simulations were 

carried out to optimize the relevant parameters. 
 

 

2. COOLANT ANALYSIS 
 

Immersion liquid cooling is technically capable of cooling 

datacenters with a high heat flux. But its application to these 

datacenters is bottlenecked by the high cost of coolant and 

heavy investment. This paper synthetizes special materials 

into a new coolant for immersion liquid cooling of the IDC 

room. The coolant boasts advantages like excellent oxidation 

resistance, ultra-high heat conduction efficiency, and low 

volatility.  

In terms of physical features, the proposed coolant has three 

advantages over the existing coolants: 

(1) Our coolant has higher specific heat capacity, better heat 

conduction performance, and higher efficiency than the 

existing coolants. The specific heat capacity of our coolant is 

about 2.3kJ/kg·K, while that of imported coolants (e.g., Novec 

7100) is around 1.18kJ/kg·K. 

(2) The density of our coolant is 804.3kg/m3 at 20℃, almost 

half of that (1,400kg/m3) of Novec 7100. Under the same 

volume, our coolant has lighter mass and less liquid input than 

imported coolants. The relatively low density brings a light 

weight, which reduces the cost of load-bearing reinforcement 

of the IDC room. 

(3) The static compliance (CST) of our coolant is merely 

9.62 at 40℃. The low CST, coupled with the ultra-high heat 

conduction efficiency, ensures that the coolant can dissipate 

heat quickly, enabling the datacenter to operate more 

efficiently. 

There are many other strengths of our coolant: the price is 

one sixth of 3M’s fluoroethers; it does not volatilize at 40℃, 

releasing no volatile organic compound (VOC). The greenness 

of our coolant increases the probability of passing 

environmental protection evaluation, and reduces the 

investment of environmental protection devices during IDC 

room construction. 

 

 

3. COOLING SYSTEM DESIGN 

 

During immersion liquid cooling, the hot electronic 

components is immersed in the coolant, and their heat is 

transferred via convection. Then, the heat of the coolant is 

exported in the external refrigeration system [16-18]. 

Single-phase immersion liquid cooling is a technique that 

can effectively cool down high heat flux components in the 

IDC, thereby saving energy and protecting the environment. 

Therefore, this paper firstly adopts the single-phase coolant for 

immersion liquid cooling [19, 20]. The liquid is pumped to the 

heat exchanger to remove heat. The single-phase coolant 

neither change phase nor evaporate into the air. The single-

phase immersion liquid cooling system is illustrated in Figure 

1. 

The cost of single-phase coolant is one order of magnitude 

lower than that of two-phase coolant. Since the single-phase 

coolant does not evaporate into the air, there is no need to seal 

up the cooling system to recapture the evaporated liquid. As a 

result, it is easy to uninstall and maintain the cooling system, 

or replace the server components to be cooled.  

The following are the advantages of the single-phase 

immersion liquid cooling system: 

(1) The liquid coolant can take away 3,000 times more heat 

than the same volume of the air. 

(2) The cooling system transfers heat 25 times faster than 

the air. 

(3) The cooling system produces a 10-15dBA smaller noise 

than the air-cooling system, while dissipating the same amount 

of heat. 

(4) The cooling system saves more than 30% power than the 

air-cooling system. 

(5) The cooling system supports 24/7 natural cooling. 
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Figure 1. Single-phase immersion liquid cooling system 

 

   
(a) Large datacenters (b) Edge data rooms (c) Customized scenarios 

 

Figure 2. Integrated cabinets designed for different scenarios 

 

(6) The cooling system reduces energy consumption by 

90%, eliminating the need for compressor or other components. 

(7) The cooling system can improve the cluster performance 

by 5%, and cool down the CPU temperature by 40-50℃. 

The liquid coolant was integrated with the cabinet into one 

machine, such that the heat carrying liquid is in direct contact 

with the heating device. This integrated design increases the 

efficiency of heat exchange, and ensures the 

comprehensiveness of natural cooling. The PUE of the system 

was smaller than 1.05. Besides, the integration reduces the 

floor area occupied by the system. There is no need for 

decoration, flooring, and other cost-incurring items. 

The system design fully integrates various subsystems, 

ranging from uninterrupted power supply (UPS), power 

distribution, fire protection, wiring, air flow suppression, to 

intelligent monitoring. All subsystems are managed generally 

through the monitoring system. The overall management helps 

to streamline the system, and simplify the process of design, 

procurement, and construction. In addition, the monitoring 

system supports both local and remote monitoring and 

management. Multiple outlets can be connected to the upper 

management platform, enabling unified supervision, and 

supporting diversified selections. 

The immersion liquid cooling improves the energy 

efficiency of the whole machine, cuts down the operating cost, 

and lowers the total cost of ownership (TCO). Any equipment 

failure can be handled timely through one-step after service. 

Under the full immersion mode, the server has a uniform 

internal temperature field, which assures the reliability of the 

device.  

To mitigate the leakage risk, the cooling liquid is insulated 

and green. Even if a leakage occurs, there will be no threat to 

the hardware and the external environment. In terms of noise 

control, liquid cooling can take away the heat from all 

components of the server, eliminating the need for internal 

fans. Thus, the noise of full load operation is reduced to less 

than 45dBA.  

The above design significantly increases the power density 

of the server. The power density of a single cabinet can surpass 

60kW. Figure 2 shows the integrated cabinets designed for 

different scenarios. 

 

 

4. NUMERICAL SIMULATION 

 

The numerical simulation was carried out using Ansys 

Fluent. The flow was considered as a three-dimensional (3D) 

steady-state flow. Apart from density, the fluid properties of 

the coolant were fixed, and the buoyancy effect was taken into 

account. For simplicity, several assumptions were put forward: 
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the flow is a 3D steady-state incompressible turbulent flow; 

the thermal radiation is negligible; the heat dissipation induced 

by the viscous force of the fluid is negligible. 

According to these assumptions and the laws of 

conservation of mass, momentum, and energy, the governing 

equations for the flow and heat transfer in the cabinet can be 

established as: 

 

( ) ( ) ( )
0

u v w

x y z

    
+ + =

    (1) 

 

where, ρ is density; u, v, and w are the speed in the x, y, and z 

directions, respectively. 

Then, the momentum in the x direction can be expressed as: 
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The momentum in the y direction can be expressed as: 
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The momentum in the z direction can be expressed as: 
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where, u is the dynamic viscosity of the fluid; p is pressure; g 

is gravitational acceleration. 

The energy equation of the coolant fluid can be expressed 

as: 
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where, Tf is the fluid temperature; λ is the thermal conductivity 

of the fluid; Cp is the specific heat capacity of the fluid. 

The energy equation in solids can be expressed as: 

 
2 2 2

2 2 2
( ) 0s s sT T T

k
x y z

  
+ + =

  
 (6) 

 

where, k is the thermal conductivity of the solids; Ts is the 

temperature of the solids. 

The realizable k-epsilon (k-𝜀) model was selected as the 

turbulence model, because of the large Reynolds number (RE) 

of the inlet pipe, the turbulent state of the flow, and the 

complex flow field in the cabinet. 
 

 

4.1 Cabinet meshing 

 

 
 

Figure 3. Distribution of components 

 

 
 

Figure 4. Mesh generation model 

 

As shown in Figure 3, each machine of the liquid cooling 

server consists of 20 graphics processing units (GPUs) and 2 

CPUs. Repeated tests show that the server can be deployed 

into the integrated cabinet. 

The meshing was performed on Ansys ICME. Considering 

the complexity of the whole cabinet, the unstructured 

tetrahedral grids were selected for meshing. The grid density 

was increased in local places. Figure 4 shows the mesh 

generation model. 

To simulate the fluid accurately, the grids of the server and 

some components were configured on Ansys ICME. The 

generated model has a total of 609,125 grids, including 

407,718 fluid grids, 201,407 grids, and 177,935 fluid-solid 

interface grids. The dense grids ensure the data accuracy. 

 

4.2 Influence of opening position on GPU temperature 

 

The mean temperature of the GPU array was tested with the 

opening being 20mm, 40mm, 60mm, 80mm and 100mm away 

from the top plate of the server, respectively. As shown in 

Figure 5, the mean temperature of the GPU array was 44.7℃, 

44.6℃, 44.7℃, 44.8℃, 44.9℃, and 45.1℃, respectively. As 

the distance from the opening to the top plate increased, the 

mean temperature of the GPU array gradually rose, a sign of 

the slow decline of heat dissipation effect. When the distance 

was 20mm, the mean temperature of the GPU array reached 

the minimum. Thus, the flow field of the GPU array at this 

position is the most reasonable. As a result, the server opening 

should be arranged at the upper part of the GPU array, 20mm 

from the top plate. The opening is 30mm wide and 430mm 

long. 
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Figure 5. Influence of opening position on GPU temperature 

 

4.3 Influence of coolant settings on GPU temperature 

 

(1) Influence of coolant temperature on GPU temperature 

To demonstrate the influence of coolant temperature, GPU 

temperature was measured by two variables: the mean of GPU 

temperature, and the standard deviation of GPU temperature 

under the same working condition. The former reflects the 

cooling effect, and the latter mirrors the uniformity of GPU 

temperature distribution. The two variables are negatively 

correlated with each other. 

 

 
(a) Mean 

 
(b) Standard deviation 

 

Figure 6. Influence of coolant temperature on GPU 

temperature 

 

The inlet flow was set to 1m³/ h, and the inlet temperature 

was set to 30℃, 35℃, 40℃, 45℃, and 50℃ in turn. Then, a 

simulation was carried out to study the influence of the inlet 

temperature of the coolant over the temperature of the high 

heat flux components of the server. As shown in Figure 6, with 

the increase of the inlet temperature, both the mean and 

standard deviation of GPU temperatures exhibited an upward 

trend. As the inlet temperature rose from 30℃ to 50℃, the 

mean GPU temperature stood at 44.7℃, 49.6℃, 54.6℃, 

59.6℃, and 64.6℃ respectively; the standard deviations were 

measured as 0.296, 0.303, 0.307, 0.3104, and 0.3101 

respectively. The simulation data show that the GPU cooling 

effect was optimized at the inlet temperature of 30℃. 

(2) Influence of coolant flow speed on GPU temperature 

In the above simulation, the GPU temperature reached a 

dangerous range, when the inlet coolant temperature rose to 

50℃. This inlet temperature was adopted, and the coolant flow 

speed at the inlet was increased to simulate the change of GPU 

temperature. 

As shown in Figure 7, when the inlet flow changed from 

1m3/h to 4m3/h, the mean GPU temperature stood at 64.6℃, 

62.6℃, 61.7℃, and 61.0℃ respectively, and the standard 

deviations were measured at 0.310, 0.219, 0.213, and 0.229, 

respectively. Overall, the mean GPU temperature declined 

with the increase of flow, while the standard deviation 

minimized at the flow of 3m3/h, and slightly increased at the 

flow of 4m3/h. With the growth in the inlet coolant flow speed, 

the heat dissipation effect of GPUs improved, and the 

temperature difference of each GPU decreased. However, 

once the flow speed reached a certain level, the temperature 

became uniformly distributed, for the flow field is changed by 

the coolant flow speed. 

 

 
(a) Mean 

 
(b) Standard deviation 

 

Figure 7. Influence of coolant flow speed on GPU 

temperature 
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4.4 Influence of coolant settings on CPU temperature 

 

 
 

Figure 8. Influence of coolant temperature on CPU 

temperature 

 

 
 

Figure 9. Influence of coolant flow speed on CPU 

temperature 

 

The temperature of CPUs, as another major component with 

a high heat flux in the server, also deserves attention. 

(1) Influence of coolant temperature on CPU temperature 

Figure 8 shows the trend of CPU temperature with coolant 

temperature. As the inlet coolant temperature increased, the 

temperature of CPU-1 changed from 66.6℃, 70.3℃, 74.8℃, 

78.9℃, to 84.3℃, and the temperature of CPU-2 changed 

from 58.6℃, 63.1℃, 67.3℃, 72.6℃, to 77.39℃. 

The two CPUs had a temperature difference of about 8℃. 

This is because the inlet of the coolant is on the left of the 

immersion tank. Under the action of inertia, the fast-flowing 

coolant first reaches the rightmost side of the tank. Therefore, 

more coolants flow through CPU-2 on the right. 

(2) Influence of coolant flow speed on CPU temperature 

Figure 9 shows the temperature distribution of CPUs with 

growing coolant flow speed. It can be observed that the 

temperatures of both CPU-1 and CPU-2 gradually decreased, 

but at an increasingly slow speed. The temperature of CPU-1 

dropped from 84.3℃ at the highest to 64.4℃, and the 

temperature of CPU-2 fell from 77.4℃ at the highest to 63.1℃. 

Owing to the increase of flow speed, the heat exchange effect 

is enhanced, causing the temperature difference between the 

CPUs to decline. However, when the flow speed grew from 

3m3/h to 4m3/h, the temperature difference widened, for the 

fast flow speed changes the flow field. 

Overall, the mean temperature of CPUs decreased with the 

increase of flow speed, but the decreasing rate slowed down. 

This means the impact of flow on CPU decreases gradually. In 

a certain range, a faster flow leads to a smaller standard 

deviation of CPU temperature, and a more uniform 

distribution of temperature across the CPUs. Yet, when the 

flow speed reaches a certain level, the flow field will be 

disrupted, causing the standard deviation to increase, and the 

temperature distribution to become less uniform.  

 

 

5. CONCLUSIONS 

 

This paper designs a server cabinet that integrates 20 GPUs 

and 2 CPUs. Several simulations were carried out to disclose 

how the opening position on server top plate affects the heat 

dissipation, how the inlet coolant temperature influences CPU 

and GPU temperature, and how coolant flow speed impacts 

CPU and GPU temperature. Based on the temperature 

distribution inside the server under various conditions, the 

liquid inlet and outlet of the coolant can be positioned, the 

opening of the top plate can be located, and the temperature 

and flow speed of the coolant can be optimized. In this way, 

the proposed integrated cooling system can achieve efficient 

and reliable operation. 
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