Denoising of Images Using Deep Convolutional Autoencoders for Brain Tumor Classification
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ABSTRACT

In the acquisition of images of the human body, medical imaging devices are crucial. The Magnetic Resonance Imaging (MRI) system detects tissue anomalies and tumours in the body of people. During the forming process, the MRI images are degraded by different kind of noises. It is difficult to remove certain noises, accompanied by the segmentation of images in order to classify anomalies. The most commonly explored areas of this period are automatic tumour detection systems using Magnetic Resonance Imaging. In the medical sector, timely and exact identification of frequencies is a problem. Automated systems are efficient that reduce human errors when tumour is detected. In recent years, many approaches have been proposed to do this, but there are still several drawbacks and a wide range of improvements on these methodologies are still needed. The image processing mechanism is widely used to improve early detection and treatment stages in the field of medical sciences. Sometimes the doctor can misdiagnose the image of MRI because of noise levels. To date, Deep Convolution Neural Networks (DCNN) have demonstrated excellent classification and segmentation efficiency. This paper proposes a technique for the image denoising using DCNN based Auto Encoders (DCNNAE) for achieving better accuracy rates in brain tumour prediction. In this paper we propose a deep convolution denoising auto encoder to remove noise from images and over fit the model problem by developing a deep convolution neural network for brain MRI image tumour prediction. The proposed model is compared with the existing methods and the results exhibits that the proposed model performance levels are better than the existing ones.

1. INTRODUCTION

Brain tumour is an uncontrolled mass of abnormal cells in the brain. The development of an irregular brain neuron is usually the cause. The development of the neuron could vary from person to person. It may be categorised as Benign or Malignant according to the rate of growth [1]. Benign (not cancer): Benign cells develop very slowly and are most often isolated from the neighbouring tissue of the brain [2]. Benign cells do not migrate in the mind to other sections of other organs compared to malignant tumours and can be more easily removed by operation. However, because of their position, some benign tumours remain incomplete [3].

Malignant (Cancer-Causing): A Malignant brain cells are not often readily distinguished from nearby tissues [4]. Isolation of these cells without damaging the brain tissue is extremely complicated. To assess the position of a tumour with precision, exams such as Magnetic Resonance Imaging (MRI) [5], Computer Tomography (“CT scan”) [6], and PET screening (Positron Emission Tomoscentigraphy) were used. A special biopsy (removal of tumour tissue to be tested) is used for computing malignant (cancerous) or benign (non-cancerous) cancer characteristics [7]. Brain tumours also differ from their origin and location. In this research work, the image denoising technique is applied on the brain MRI image for improving the quality of the image for accurate tumour detection.

The very complexity of the images and the lack of anatomical model capturing the potential deformations in each structure is also a difficult job for segmenting and classifying [8]. The brain tissue is a complex structure and its segmentation is an important step in the derivation of the diagrams of the machine and intraoperative therapeutic procedure [9]. For a variety of clinical studies of varying complexity, MRI segmentation and classification have been suggested. Medical image processing is usually considered a clinical analysis or a radiology-based analysis and the medical practitioner/radiologist is responsible for the interpretation of the imaging in clinical circumstances [10]. The technical aspect of medical imaging and in particular the acquisition of medical images by a special device is assigned by the diagnostic radiograph or the medical practitioner.

Cancer develops in cells and spreads throughout the body. Tissues make up the organ [11]. When the body need more cells, they divide to create them. Cells die and are replaced by new ones when they come of age. This meticulously planned procedure frequently goes horribly wrong. New cells form when the body doesn't need them, and old cells do not even die when the body really needs them. Tumours and growths are two terms used to describe the same mass of cells in the body. Lung cancer, breast cancer, melanoma, kidney cancer, thyroid cancer, sarcomas, and germ cell tumours are just a few of the cancers that can migrate to the brain. Some malignancies, including colon cancer, only travel to the brain on rare occasions, like prostate cancer. Tumours in the brain can either destroy brain cells or damage them by causing inflammation.
High-resolution MRI scans of the brain are used to look for brain tumours. Magnetic fields and radio waves are used to create images on a tissue, organ, and structural computer housed inside the body [15]. Regardless matter where on the body you want to take pictures, this camera will do it with ease. Less thorough experiments can be valuable for a variety of reasons. There are numerous complex issues in medical image processing [16]. The study's findings, on the other hand, are still lacking. Many strategies have traditionally been employed in medical image processing to address complex difficulties. If an image contains undesired signals or information, it is referred to as noise before processing [17]. The image must be treated to remove the noise and then reprocessed. Denoising is a technique for eliminating background noise. Several filter types are used to reduce noise.

An image's denoising is the process of taking away noise from the image and recapturing the original image's details. In the process of denoising, however, it is difficult to separate noise, border, and texture because they are higher-frequency components, and the denoised pictures could inevitably lose certain information. By applying Gaussian noise to a picture, it is possible to reduce noise in the picture. In this research work, an image denoising model is applied for improving the quality of the MRI image.

In recent years, deep neural networks have been attracting rapid interest. Auto encoder is essentially a form of noise removal model for the unattended learning of efficient data-encoding [18]. Usually, the simple auto encoder has uncheckered capability for learning, while the wavelet function has a wonderful locale and facial features [19]. If combined together, they can solve many things in real life. Instead of the traditional sigmoid function, the wavelet automatic encoder has a wavelet function, which fundamentally explains different signals with variable resolution [20]. When many qualified wavelet auto encoders are added in order to enhance the consistency of the learned characteristics and develop them, the deep auto encoder has been created, which usually corresponds to the normal deep auto encoding model for noise removal [21].

The aim is to create a high standard functional learning and the technique of automated fault diagnostics. The aim of this paper is to create a method to help diagnose the cancer from the MRI images of the brain via the image classification system. The subject is further used for the extraction of high-level features for the standard MRI images in the brain. The subject is further used for the extraction of high-level features for the standard MRI images in the brain.

The Support Vector Machine is here combined with the Fuzzy-good section and K-means clustering methods. SVM segmented the image and measured the tumour area evaluation parameters such as specificity, affectability etc. For the evaluation of the calculation that was obtained, a GUI was created. The Empirical Wavelet Technique was used by Oo and Khaing et al. [11] on photographs of MRI for the study of brain tumours. They used fuzzy c means for the division of picture and SVM classification computation. The EWT's adaptability will become a promising device for an image processing study. This would improve the performance of altered tactics.

Brain tumours were identified using the modified W Innow Algorithm (MWA) in MRI images by Milletari et al. [15]. This technique's competence effectively splits brain images into high accuracy and less complication models, according to the findings of the experiments. This approach does not require any initial assumptions, such as the existence of many classes or scales of classification. Using intensity, texture, and a vector gradient, Sudre et al. [16] created a distinct tumour border. The authors suggested using a gradient vector flow approach to locate regions of interest (ROIs) based on tumour strength measurements and surface estimates. It turned out that experimental outcomes confirmed calculations that the tumour area check had a significant impact. A Viennese filter, discrete wavelet transform, and support vector machine (SVM) are all employed in the recommended system. Standard deviation parameters, middle, RMS, and SNR were used to evaluate the device's performance.

Using Haar & Daubechies Transforms for picture denoising was also introduced by Ezhilarasi and Varalakshmi [17] The wavelet Daubechies3 (db3) was used to minimise sparrow noise in medical photos that appear to be competitive with hair wavelets. The medicinal image's visual superiority is also improved. Thaha et al. [19] proposed a technique for enhancing the image's quality while also reducing noise and increasing resolution. Photographic noise was reduced using three different filters: the average, medium, and Viennese. An extra step of DWT-dependent interpolation is employed to improve the final outcome.

Shreyas et al. [21] suggested a new continuous interpolation filter that emphasises the use of median filters. When taking a...
picture, the pixels are kept as clean as possible. A directed approach is used to rebuild the blurry pixels. Interpolation fractional measurements will be performed using four-directional continuous measurements. There are four directional interpolations in the recomposed weighted mean of the noisy pixel. A usage window or preceding image information aren’t needed with this continuous fraction interpolation filter. Continuous fractions are interpolated using a nonlinear approach called interpolation. It did the math using the polar opposite of the actual difference. The outcomes of this opposing disagreement are improved by recursive calculation.

Multi-layered pulse coupling neural networking was introduced by Singh et al. [22] (MLPCNN). Damaged pixel noises in a photo can be detected using a neural network with better multi-layered pulsing. The neural network of multi-layered pulses is used to detect noise by modifying its parameters. This change is subject to change based on the current math module. In place of a better median filtration method, this system places noisy pixels and replaces them with a more precise one. The improved median filtering approach recreates the noise pixel in a processing window using only noiseless, free pixels. The noise levels are still too high even with the use of a multi-layered pulse-coupling neural network and a superior median filtration method for the noisy pixel.

The new version for denoising a image was proposed by Pham et al. [23]. An effective numerical algorithm is established that emphasises the approximation function. The approximating function tests the proximity of the original to the reconstructed image. The proximity is not determined by taking the damaged pixels into account. The protection of the edge is also guaranteed by minimising total image variation. In order to solve the computer complexity of the approximation function, a total variety and data terms are utilised. To maintain the noise free pixels as they are, a predefined mask is used to label a corrupted pixel. This predefined mask eliminates non-zero mistakes between original and rebuilt pictures [24].

The decision based method of removing the salt and pepper noise found in a picture was applied to LeCun et al. [25]. In the processing window, the proposed algorithm used the noise pixels to rebuild the ruses of a central pixel in the window by using the semi-circular variance of the noisy pixel to assign weights to the corroded pixel. At least three noiseless pixels in a processing window are needed for reconstruction. If not, it is important to increase the size of a processing window. This is accomplished adaptively. The interpolation kriging method is used to measure the semi variance between pixels. Semi variance is the spatial relation between bright pixels and noise free pixels [26].

Mishra et al. [27] reported that a segmentation of the MRI image based on fuzzy clusters aims to solve the noise density problem and the initial centre dependence on clusters. A new kernel fuzzy clustering algorithm that uses the entropy of the kernel is used for denoting the image with a knowledge of local spatial information. This alternative is to denote the picture with computational simplicity by the K means clustering algorithm. The efficiency of the algorithm is determined by kernel parameters. The section of the MRI image is focused on population-based image optimization technology with new fitness functions.

Deep-Wavelet Autoencoder (DWA) method of compression is defined by Jyoti et al. [28]. This auto encoder mixes the auto encoder’s basic reduction functionality together with the wavelet transformation image decomposition property. The objective was to develop DWA and to create a framework for determining and detecting the MRI image in the brain via the mechanism of the proposed image classifier to support the cancer. RIDER (Reference Image Database for Evaluation Therapy Response) has been used for this research project.

3. PROPOSED MODEL

Noisy pixel identification plays a major role in denoising filter to improve the efficiency. The ability to protect the edge is completely dependent on the noisy pixel detection [29]. The mismatch between noise free pixels and noisy pixels results in a deterioration of filters’ efficiency [30]. The level of noise effects the original pixels and produces a minimum or maximum grey value (0 or 255) [31]. Some images may have a grey value of 0 and 255 in original pixels. These original pixels may be misclassified as the noisy pixels and the denoising filters may decrease their efficiency [32]. The minimum, medium and maximum value of pixels in the processing window is used in this three-value filter to characterise the pixel class and to rebuild noisy pixels [33]. A window size 3 * 3 is added to a noisy picture in this filter. The window shifts from top to bottom and from right to left. The similarity between noisy pixel and noise free pixels is measured. The processing window PWx,y is used for a given noisy image data. For the reconstruction of noisy pixels, two extreme values 0 and 255 are omitted. The updated picture is obtained as

\[ \text{Im age}(p, q) = \text{Im age}(X, Y) \text{ if } \text{Im age}(X, Y) \neq 0 \]
\[ \text{mage}(X, Y) \neq 255 \]

If in the processing window the central pixel is equal to the minimum or the maximum grey colour, then the next pixel is tested and reconstructed [34]. In the local processing window the maximum and minimum pixel value \( (PW_{x,y}) \) applied to the filter controller is computed as,

\[
\begin{align*}
W_{\text{min}} &= \min(PW_{x,y}) \\
W_{\text{max}} &= \max(PW_{x,y})
\end{align*}
\]

The standard denoising problem of complete variance (CV) of an image can be calculated as:

\[
CV(\text{Image}(p, q)) = \min_y [\text{Image}(x, y) + \lambda \cdot CV(x)]
\]

where, \( \lambda(t) \) is the filter wavelet for noise recognition.

3.1 Auto encoder for image denoising

A large data distribution auto encoder can be viewed as a optimization method which can be used to extract and learn
main components [35]. It is mainly considered as a deep learning technique, since it has the capacity to build a deeper network, that can manage the network structure [36] to match the desired environment that is typically used to remove pictures, compress, de-noise, etc. This technique was used as a denoising technique in this research. Auto encoder can be considered the best image classification pre-processing technique using a deep neural network [20].

The eigen values are calculated from the brain image as:

$$\text{EV} = \lambda R$$

where, R is the principal component analysis matrix of each eigen vector.

$$\text{Image}(x,y) = \left[ R(x_1, y_1) - R(x_2, y_2) + N \right] + \lambda$$

When it comes to reducing the dimensionality of a picture, auto encoders rely on neural networks. Using less neurons in the larger layer compared to the input layer, they can refill the input data and minimise the dimensionality [37]. For a deep auto encoder, numerous encoder layers are combined with an unsupervised learning criterion that is taught separately. With labelling data and a classification layer, the pretrained encoder can be enhanced even more. Because the input is so large, an additional hidden intermediate layer is contemplated for encoding and decoding. Let Xi mathematically show the entry, Hi shows Hidden Layer and Yi shows the output. Let the activation functions are represented as:

$$h_i = f_i(W_i X_i + b_i), \ i = 1 \text{ to } 4$$

where, Wi is the weight vector between Xi to H1, H1 to H2 and Yi.

The concept behind denoising self-encoder is simple. It is used to rebuild data from the ruined/corrupted data input. It is a kind of force effect on the hidden layer, which identifies and prevents solid features. The auto encoder is then trained here to design the input of a corrupted input version. In comparison to the input data, it refines the output. The denoising auto encoder’s training phase is an easy operation. One way of training is to ruin the data sets stochastically, and then feed them to the neural network. On this basis, training is provided to the auto encoder next to the original data set. Another method is to actually delete sections of the data by ruining the data. This would lead to an auto encoder to predict the lack of data. The denoising auto encoders can also stack each other for the process of iterative learning to achieve a balance between input and output.

**Figure 1.** Auto encoder model

Due to the fact that deep neural networks are nonlinear in nature, no serious challenges should be expected. As a result, it was imperative that the model be pre-trained on noisy data. Figure 1 shows the auto encoder model. Thus, noise was artificially imposed on each layer, increasing efficiency and reducing preparation time. The regular auto encoder's deep network extension can be built on top of a denoising auto encoder. The image has noise applied to it, and the process to remove it is conducted here. Using a noisy image as input, the denoising auto encoder creates a noiseless image as seen in Figure 2.

**Figure 2.** A Denoising auto encoder

The noisy images of the brain are considered and then after applying the denoising process, the noiseless images have to be generated. The noisy brain images are represented in Figure 3.

**Figure 3.** Noisy images of brain

The process of denoising the image in the proposed model is explained in the algorithm.

**Algorithm Image_De_nosing_Auto_encoder**

1. Input the image dataset that contain noise values or add noise values to the dataset and provide as Input whose pixel value range is from 0 to 255.
2. From the image extract the pixels that are inside the window that exactly forms the image. The image segmentation and pixel extraction is performed as:

$$\text{Segment}(I(P,Q)) = \sqrt{\sum_{i=1}^{N} (\text{Image}(i) - \mu)^2 + ((P + Q_i)^2)}$$

$$\frac{1}{(P+1)+\theta}$$
\[ \mu = \frac{\sum_{i=1}^{N} \text{Im} \text{age}(I) + \text{Threshold}}{(P+1)} + \theta \]  
\[ + \frac{1}{p} \min \left( \text{Im} \text{age}(i) + 1 \right) \]  
\[ \lambda = \frac{\sum_{i=1}^{N} \max(\text{Im} \text{age}(P,Q))}{p^*q} + \text{Threshold} \]  
\[ \delta = \sqrt{\frac{\sum_{j=1}^{P}((\lambda)^2 - \text{Segment}(I(i)))}{p(\text{Im} \text{age}(i+1))}} + \text{Threshold} \]  

Here, \( N \) is the total pixels in image, \( \theta \) is the angle of the image, \( P, Q \) are the pixels extracted as a set.

Step-3: The mean value is calculated for all pixels in the window calculated as:

\[ \text{Mean}_\text{Pixels}(P,Q) = \frac{\sum_{i=1}^{N} \text{Im} \text{age}(P+\lambda+n)}{\text{Round}(2P+1\times2Q+1)} + \delta \]  

Step-4: After calculating the mean of the pixels, the corrupted pixels in the extracted pixel set from the window is identified. The Corrupted pixels are identified as:

\[ CP_{P,Q} = \begin{cases} 
1 & P_{ij} \leq X(\min(\delta)) \land x_{P,Q} \\
0 & X(\text{Threshold} - Q+1) 
\end{cases} \]  

Step-5: The corrupted pixels are stored in a set for removal of noise using Deep Convolution Neural Networks. The stored is represented as:

Step-6: The auto encoders are considered for processing the noise values and the noise is removed as:

\[ \text{NL}_{P,Q} = \frac{N}{i=1} \sum_{j=1}^{N} \lambda_{i,j} \left[ \delta_{i}^{2} + \delta(\mu_{j})^{2} \right] \]  

\[ \varepsilon \in (0,1) \text{ and } \lambda, \delta > 0 \]

\[ \text{Noise}_\text{Removal}_{P,Q}(I) = \sum_{i=0}^{N} \left( \text{Im} \text{age}(i,i+1) + \varepsilon \right) \]  

\[ + \left( \text{Max}(NL(I)\text{Im} \text{age}(i))) - \text{Min}(NL(I)\text{Im} \text{age}(i+1)) \right) \]  

\[ \theta \left( \frac{N - 2x + \lambda j}{2} + \frac{N + 2x - \lambda j}{2} \right) \]  

Step-7: After the noise removal from all the corrupted pixels, the weights for the pixels are calculated for improving the quality and to reduce the unnecessary data. The weights are calculated as:

\[ W_{j} = 255 - \frac{\left( \text{Noise}_\text{Removal}(I)_{\text{Im} \text{age}} - P_{\text{min}} \right) \times 254}{P_{\text{max}} - P_{\text{min}}} + \lambda \]  

Step-8: Mean Square error is calculated to identify the performance levels. The MSE is calculated as:

\[ \text{MSE} = \frac{1}{n} \sum_{i} (O_{i} - T_{i})^{2} \]  

Here, \( n \) is the number of samples, \( T_{i} \) is the original output, and \( O_{i} \) is the predicted output with \( i \in [1..N] \).

Each layer can be modified in the convolution layer or some previous layers on the other hand can be set while controlling the remaining deeper layers. This is driven by the awareness of the fact that the corrupted pixels seem to be increasingly non-exclusive, including, for example, pixels such as edge contents. Fully connected layers’ equals in a customary neural system where each unit of perception reflects on the input of all units from the layer and results in the final layer for all units. The images after noise removal is represented in Figure 4.

Figure 4. Noisy images and noiseless images

4. RESULTS

The proposed model is implemented in ANACONDA using python programming. The dataset is considered from the link https://www.kaggle.com/nvoneel/brain-mri-images-for-brain-tumor-detection. Different experimental findings on the specific dataset have validated the proposed model. The dataset has 23555 images of brain tumour. The Python framework with some simple packages including NumPy, SciPy and matplotlib was considered for an experimental purpose. The proposed auto encoder was compared with traditional Convolutional Denoising Auto encoder (CDA) model to validate our experiment. The proposed model is compared with the traditional method with the parameters Image Segmentation Time Levels, Pixel Extraction Time.
Levels, Noise Removal Time Levels, Accuracy Levels in Noise Removal and PSNR Levels.

In order to determine the efficiency of the proposed system, multiple measurement criteria’s are used. The metrics consists of group of esteems that includes standard primary evaluating methods. The assessment metrics used includes True Positive, True Negative, False Positive and False Negative, Sensitivity, Specificity and Accuracy.

\[
\text{Sensitivity} = \frac{T(P)}{T(P) + F(N)}
\]

(13)

\[
\text{Specificity} = \frac{T(N)}{F(P) + T(N)}
\]

(14)

\[
\text{Accuracy} = \frac{T(P) + T(N)}{T(P) + F(N) + F(P) + T(N)}
\]

(15)

Image segmentation is a central subject in image and computer vision processing, including scene interpretation, medical image analysis, robotic perception, video monitoring, enhanced reality and compression. Different technologies have been applied in the literature for image segmentation. Recently there has been a large number of projects aimed at developing image-segmentation approaches using deep learning models because of the success of deep learning models in a wide variety of vision applications. The segmentation of images leads to more granular knowledge on the structure of an image and hence an enhancement of the object detection principle. The proposed model segmentation time levels are contrasted with the existing model and the time levels are indicated in Figure 5.

![Figure 5. Image segmentation time levels](image1)

![Figure 6. Pixel extraction time levels](image2)

Deep Learning using CNN plays a significant role in the image processing field, particularly medical image processing and computer-aided diagnosis, since artefacts such as lesions and organs cannot be described accurately by a simple equation; therefore, medical pattern recognition basically involve “learning from examples.” One of the most common uses of deep learning model is to classify objects such as lesions in certain groups based on input characteristics of segmented object candidates. The inputs in the neural filter are an object pixel value and adjacent pixel values in a sub region or local window. The neural filter output is a value of one pixel. The pixel extraction time levels of the proposed and the existing models are illustrated in Figure 6.

The performance levels of the proposed and traditional models are indicated in Table 1. The accuracy, specificity and sensitivity levels of the proposed and existing models are indicated in Table 1.

<table>
<thead>
<tr>
<th>Classification Techniques</th>
<th>Accuracy</th>
<th>Specificity</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLPNN</td>
<td>0.75 ± 0.31</td>
<td>0.81 ± 0.28</td>
<td>0.81 ± 0.27</td>
</tr>
<tr>
<td>RBFNN</td>
<td>0.71 ± 0.29</td>
<td>0.70 ± 0.21</td>
<td>0.78 ± 0.31</td>
</tr>
<tr>
<td>ELM</td>
<td>0.82 ± 0.17</td>
<td>0.82 ± 0.27</td>
<td>0.87 ± 0.19</td>
</tr>
<tr>
<td>PNN</td>
<td>0.78 ± 0.16</td>
<td>0.86 ± 0.22</td>
<td>0.82 ± 0.23</td>
</tr>
<tr>
<td>CDA</td>
<td>0.83 ± 0.27</td>
<td>0.73 ± 0.27</td>
<td>0.84 ± 0.21</td>
</tr>
<tr>
<td>Proposed DCNNAE</td>
<td>0.91 ± 0.15</td>
<td>0.93 ± 0.15</td>
<td>0.95 ± 0.23</td>
</tr>
</tbody>
</table>

During image acquisition, coding, transmission and processing steps, noise is often present in digital pictures. Without previous knowledge of filtering techniques, it is difficult to eliminate noise from digital images. This noise disturbs the picture or video signal. Image de-noising is a critical processing operation, as both a process itself and a part for other processes. A picture can be de-noised in several ways. The essential property of a good model for denoising the image is to minimise noise and to retain edges as much as possible. The Denoising time levels of the proposed and existing models are indicated in Figure 7.

The accuracy levels in denoising of images and getting a clear image of the proposed and existing models are indicated in Figure 8.

![Figure 7. Denoising time levels](image3)

![Figure 8. Accuracy levels in noise removal](image4)

The PSNR is the ratio of the maximum image power possible to the power of noise, which affects the accuracy of its representation. In order to estimate a picture’s PSNR, the image needs to be compared to a perfect clean image at maximum capacity. The PSNR levels are illustrated in Table 2 and Figure 9.
Denoising involves adding noise to the image and reducing the time complexity. I.Z., Talpur, S. Tharaj, Y.J. (2018). Watershed ways to minimise image size. The segmentation of these images is then done using probabilistic, model-based segmentation for better noise removal and reducing the time complexity in noise reduction.
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Table 2. PSNR levels

<table>
<thead>
<tr>
<th>Noise Level</th>
<th>Existing CDA Model</th>
<th>Proposed DCNNAE Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>33.21</td>
<td>39.86</td>
</tr>
<tr>
<td>10</td>
<td>26.45</td>
<td>38.78</td>
</tr>
<tr>
<td>15</td>
<td>25.67</td>
<td>35.53</td>
</tr>
<tr>
<td>20</td>
<td>24.32</td>
<td>34.47</td>
</tr>
<tr>
<td>25</td>
<td>21.57</td>
<td>29.54</td>
</tr>
</tbody>
</table>

Figure 9. PSNR levels

The loss levels and accuracy levels of the proposed model is indicated in Figure 10. The results show that the proposed model accuracy rate is high than the traditional methods.

Figure 10. Loss and accuracy levels

5. CONCLUSION

Auto encoder is a good choice because of its use in denoising, which has a lot of potential in terms of feature extraction and data part comprehension as the first steps before diving into image analysis and processing. The Denoising Auto encoder (DAE) method involves adding noise to the input image to corrupt the data and mask some of the values, then reconstructing the image. The DAEs learn the input features during image reconstruction, resulting in better latent representation extraction overall. Because of the idea of input corruption before it is considered, the Denoising Auto encoder has a lower probability of learning identity feature than the auto encoder. Denoising is recommended for training the model, and DAEs help the model in two ways: first, they retain the input information, and second, they try to eliminate the noise added by the auto-encoder. Denoising Auto encoders have been shown in natural image patches and digit images to be edge and larger stroke detectors, respectively. Since noise contamination may come from a variety of sources, with varying intensities and durations, the picture becomes hazy and unclear. It is no longer possible to restore the original image using a single process. As a result, the proposed model uses a DCNN based Auto Encoder to perform image denoising. In the future, image compression can be used in a variety of ways to minimise image size. The segmentation of these reduced images is then done using probabilistic, model-based segmentation for better noise removal and reducing the time complexity in noise reduction.


