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ABSTRACT

A system capable of automatically grading short answers is a very useful tool. The system can be created using machine learning algorithms. In this study, a machine system using BERT is proposed. BERT is an open-source system that is set to English by default. The use of languages other than English Language is a challenge to be implemented in BERT. This study proposes a novel system to implement Indonesian Language in the BERT system for automatic grading of short answers. The experimental results were measured using two measuring instruments: Cohen’s Kappa coefficient and the Confusion Matrix. The result of measuring the BERT output of the implemented system has a Cohen Kappa coefficient of 0.75, a precision of 0.94, a recall of 0.96, a Specificity of 0.76 and an F1 Score of 0.95. Based on the measurement results, it can be seen that the implementation of the automatic short answer grading system in Indonesian Language using BERT machine learning has been successful.
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1. INTRODUCTION

A learning system between teachers and students requires two-way communication to measure learning outcomes. One of the tools to measure learning outcomes is to hold tests, quizzes, or exams for students who take learning classes [1]. The test has a good impact on the learning system because teachers and students can know the effectiveness of the learning being carried out [2]. The exam can be in the form of a pre-test, a test in the middle of the lesson, or at the end of the learning. These three methods have a good impact on the learning process [3]. The rise of online learning at this time also increases the need for a measuring tool to find out distance learning has been successfully implemented [4]. In a learning process, there is a lot of interaction between teachers and students, so that it causes a good social impact that can be measured as well [5]. There are several types of questions in an exam: memory questions, comprehension questions, application questions, analysis questions, synthesis questions, evaluation questions, and process skills questions.

A good exam in measuring the learning system is to make questions in the form of short answer questions. Along with the increasing number of students who must be checked for answers from the exam, a system is needed to assist teachers in checking student answers. The automatic answer checking system can help teachers check answers; at least this system can help if teachers make mistakes in grading exam results from students.

The grading system for short answers is automatically difficult compared to the multiple-choice answer checker, and this is because student answers vary widely. The variations of these answers must be studied properly in order to get proper results. However, if the automatic grading system can be realized properly, then it can be very helpful for teachers in their learning system. The Machine Learning Algorithm proposed in this study must be able to make the classification correctly [6].

2. RELATED STUDY

Currently, many short answer question grading systems have been studied to get better grading accuracy. In 2019 Hasanah et al. [7] conducted a study entitled “A scoring rubric for automatic short answer grading system”. This study aims to perform grading without using language semantic’s tool.

Figure 1. Research flow by Uswatun Hasanah

Experiments were carried out on seven questions, with thirty-four for alternative answers, and tested on two hundred and twenty-four students. The experimental results produce a Pearson correlation of 0.65 - 0.66 with a mean absolute error of 0.95 - 1.24 [7]. The steps used in this research are: data collection, pre-processing, calculate similarity score, calculate keyword matching score, calculate final score, and performance evaluation, as shown in Figure 1.
Similarity scores are calculated using four formulas: Longest Common Subsequence (LCS), Jaccard Index, Cosine Coefficient, and DICE Coefficient. LCS calculates the similarity value between the two sentences being compared (sentence 1 and sentence 2) using the following formula:

$$sim_{lcs} = \frac{2 \times |LCS(s_1, s_2)|}{|s_1| + FP|s_2|}$$  \hspace{1cm} (1)

where:
- sim_{lcs} = LCS value
- s_1 = sentence 1
- s_2 = sentence 2

Jaccard Index is the percentage of the same terms from all combined terms of the two documents (document 1 and document 2). The Jaccard Index formula is as follows:

$$sim_{ji} = \frac{|doc1 \cap doc2|}{|doc1 \cup doc2|}$$  \hspace{1cm} (2)

where:
- sim_{ji} = Jaccard Index value
- doc1 = document 1
- doc2 = document 2

The cosine Coefficient measures the comparison of angular cosine on the similarity between two documents and the multiplication of two documents. The Cosine Coefficient formula is as follows:

$$sim_{cc} = \frac{|doc1 \cap doc2|}{|doc1|^{0.5} \cdot |doc2|^{0.5}}$$  \hspace{1cm} (3)

Dice Coefficient is twice the calculation of the percentage of the same term in both documents with the number of terms in each document. The Dice Coefficient formula is as follows:

$$sim_{dc} = 2 \times \frac{|doc1 \cap doc2|}{|doc1| \times |doc2|}$$  \hspace{1cm} (4)

Similarity score will be taken from the highest value from the calculation results of LCS value, Jaccard Index value, Cosine Coefficient value, and DICE Coefficient.

Keyword Matching Score calculates the number of keywords from student answers and alternative answers, where each keyword from the alternative answers will be compared with student answers. The highest match score in the calculation will be used as the Keyword Matching Score.

The final score is a combined calculation between similarity score and keyword match score. The final score will be calculated from the average multiplication of the similarity score with the answer score and the keyword match score with the answer score, as in the following formula:

$$FS = \frac{(sim \times as) + (km \times as)}{2}$$  \hspace{1cm} (5)

where:
- FS = Final score
- sim = similarity score
- km = keyword matching score
- as = answer score

In 2020, Süzen et al. [8] conducted a study entitled “Automatic short answer grading and feedback using text mining methods”. This research uses a standard data mining model answer to process automatic short answer questions. Experiments were carried out by groups of students for grading short answers by making comparisons between student answers and model answers [8]. This study uses the Bag of Words model to represent the text in the short answer question and the Frequency Term to represent the relevance of the term in the short answer question.

In 2021, Ince and Kutlu [9] conducted a study entitled “Web-Based Turkish Automatic Short Answer Grading System” which focused on research on the Turkish Language for grading short answer questions. The steps used in this research are: instructor module, stored exams, questions, answer keys, exam grades, student module, exam module, student answer, similarity calculations, calculated question point, and total exam grade, as shown in Figure 2.

Figure 2. TASAG System by Ebru Yilmaz Ince

In 2019, Zhang et al. [10] conducted a study entitled “An automatic short answer grading model for semi open-ended questions”. In this study, the model used is a long short-term memory recurrent neural network to process the grading of semi open-ended questions, as shown in Figure 3.

Figure 3. Automatic Grading Model by Lishan Zhang

In 2015, Pado and Keifer conducted a study entitled “Short Answer Grading: When Soring Helps and When it Doesn’t”. This study uses a domain-independent system to process the short answer grading [11]. The evaluation of the experiment in this study using CREG and Computer Science Short Answer in German (CSSAG) has an average grading speed of 1.6 seconds.
There are several algorithms that can improve the accuracy in the classification of student answers for each class, such as using the K-Means algorithm. The K-Means algorithm uses cluster analysis to segment a data set into several clusters. Cluster analysis is a methodology for grouping data based on certain similarities [12]. K-means is used to predict student answers using an algorithm, where K is used to cluster several segments to find the closest proximity to each cluster. Each data set point is taken and connected to each cluster centre point, and this step is repeated to get the best cluster centre point. With this repetition, every time learning is carried out, the performance of student assessment clustering will be more accurate. The formula used in this method is as follows:

\[
acc = mean + k \times (nq - corr) \tag{6}
\]

\[
mean = \frac{rd + at}{corr + 1} \tag{7}
\]

where:

\( acc \) = accuracy
\( nq \) = number of questions
\( corr \) = number of correct answers
\( rd \) = read time
\( at \) = answer time

3. METHOD

This method section will discuss the data set, pre-processing, and Bidirectional Encoder Representation from Transformer (BERT), as shown in Figure 4. There are three main steps proposed in this study: collecting data sets (consisting of questions and answers), pre-processing (consisting of filters and concatenated), and grading process using BERT. The proposed machine learning algorithm is able to optimize the resulting output [13].

3.1 Data set

The important thing in starting the BERT machine learning process is to prepare the data set in advance [14, 15]. The data set consisted of short answers made to a quiz between students from high school in Bandung, Indonesia. About 60 students responded to questions related to Computer and Information Technology (CIT) subjects. There are two kinds of data sets: training datasets and testing data sets. The training set is taken from the question and answer data bank provided by the teacher. There are 100 questions and answers in the data bank for Computer and Information Technology (CIT) subjects.

The testing dataset was taken from the student’s responses. Respondents consisted of 60 students consisting of 35 men and 25 women. Respondents are 10th-grade students aged between 15 - 17 years. Each student is given ten questions which are taken randomly from the question data bank. The data set of each student consists of 10 different questions with relative information in the context of the questions. The initial rankings are settled by experts, and each answer was categorized into four categories, namely: true, true-but-incomplete, contradictory, and incorrect.

3.2 Data preprocessing

The data set that has been obtained from 60 students is pre-processed before being processed to the next stage. Data sets with incomplete answers are deleted. From 60 respondents, a filter was conducted to find complete answers, and 48 complete answers were obtained.

Grading on a short answer question is sometimes not only correct or incorrect; it can also be true but incomplete or contradictory. However, these four rating categories can make the grading process using BERT Machine Learning more complex. The four existing rating categories were shrunk into two to become binary response variables (correct answer or wrong answer) to be processed later. In non-binary classification, you have to manage the number of data sets in each category. This setup process makes the pre-processing step more complex. In this study, a binary process was carried out on the classification according to the needs of the respondents being tested. Responses that are considered “correct” answers are in the correct category, while the other categories (true but incomplete, contradictory, and incorrect) are considered “wrong” answers.

The next step is to combine the question context text with the answer itself. Then, the combined text is tokenized using the base-BERT-uncased tokenizer, as shown in Figure 5. There are two steps in the process, which are as follows:

**Step 1:** The concatenated process combines questions and answers.

**Step 2:** The tokenizer process by analyzing the sentences that have been concatenated. The sentence is segmented into tokens that have a single meaning. The stop word in the sentence is also omitted.

An example of this process is:

**Question:** “Indonesia is located on the continent of Asia. What are the two continents and two oceans closest to Indonesia?”

**Answer:** “Indonesia is located between the continents of Asia and the continent of Australia. Indonesia is located between the Pacific Ocean and the Indian Ocean.”

The results of the process of the questions and answers are as follows:

**Token 1:** “The country of Indonesia is located on the continent of Asia”.

**Token 2:** “What are the two closest continents and two oceans of Indonesia”.

**Token 3:** “Indonesia is located between the continents of Asia and the continents of Australia”.

**Token 4:** “Indonesia lies between the Pacific Ocean and the Indian Ocean”.

![Figure 4. Method](image-url)
3.3 Bidirectional Encoder Representation from Transformer (BERT) – Machine Learning

BERT is an open-source machine learning framework for natural language processing (NLP) designed to help computers understand language meaning in the text [16]. BERT is a Bidirectional Encoder Representations based on Transformers, using a deep learning model as shown in Figure 6 [17].

Each output element is connected to each input element, and the weights between those elements are calculated dynamically based on the connection. Masked Language Model (MLM) training aims to train to predict the hidden word based on the context of the word [18]. The Next Sentence Prediction training indicates whether the two sentences given have a logical connection and the two sentences are sequential [19].

Figure 5. Implementation steps

Figure 6. BERT Model

E₁ - Eₙ represents the token generated from the tokenizer and then inserted into the Trm (Intermediate representation) and T₁ - Tₙ (Final Output) layers. The classification (C) used is binary classification (Correct and Incorrect).

The input representation of BERT is constructed by summing the corresponding tokens, segments, and position placements. Figure 8 shows an example of an input representation consisting of two segments (segment A and segment B). In this example, it can be seen that the embedding tokens are summed with the embedding segment and the embedding position. The modeling of the machine learning will classify the answers [21].

BERT by default, already has a data set in English. To use BERT in other languages (besides English) some initial adjustments are required. First of all, by installing the simple transformer library in accordance with the language that will be used. After the library is installed, then choose the training that is suitable for the language model used. The training requires a number of datasets according to the needs of the application to be made. As discussed in the previous section,
the training dataset is taken from the question and answer data bank that the teacher has prepared.

In this study, it is for the needs of the grading system. There may be a need to fine-tune the training model system created during the training, as shown in Figure 9. Fine-tuning is used to adapt the deep learning process to the given task. In this study, BERT was specifically given the task of grading short answer questions so that fine-tuning was carried out to separate tokens between questions and answers.

![Figure 9. BERT workflow with pre-training and fine-tuning phases](image)

These steps can be repeated as needed by evaluating the results of the training. After the pre-training and fine-tuning are completed, it can be continued with testing using respondent data. The model can then be tested to predict a real example, which is to create an automatic grading system application.

### 3.4 Measurement instrument – Cohen’s Kappa

Cohen’s kappa coefficient (κ) is a statistic used to measure inter-rater reliability (as well as intra-rater reliability). This is generally considered a more effective measure than a simple percentage agreement calculation.

Cohen’s Kappa formula is as follows:

$$K = \frac{Pr(a) - Pr(e)}{1 - Pr(e)}$$  \hspace{1cm} (8)

where:

- Pr(a) = Percentage of the number of measurements that are consistent between raters.
- Pr(e) =Percentage of number of measurement changes between raters.

If Cohen’s Kappa score is <0.20, the consistency is poor. If it is 0.21 - 0.40, the consistency is fair. If it is 0.41 - 0.60, the consistency is moderate. If it is 0.61 - 0.80, the consistency is good. If it is 0.81 - 1.00, the consistency is very good.

### 3.5 Measurement instrument – Confusion Matrix

The Confusion Matrix can be used as a reference in evaluating the algorithm performance of Machine Learning (especially supervised learning) as shown in Figure 10. The Confusion Matrix represents the predictions and actual conditions of the data generated by the Machine Learning algorithm. Based on the Confusion Matrix, Accuracy, Precision, Recall, and Specificity can be determined.

![Figure 10. Confusion Matrix](image)

- True Negative (TN): The model predicts that the data is in the negative class and the actual data is in the negative class.
- True Positive (TP): The model predicts that the data is in a positive class and the actual data is in a positive class.
- False Negative (FN): The model predicts that the data is in the Negative class, but actually, the data is in a positive class.
- False Positive (FP): The model predicts the data is in a positive class, but actually, the data is in the Negative class.

Precision is the ratio of positive correct predictions to the overall positive predicted results. The Precision Formula is as follows:

$$Precision = \frac{TP}{TP + FP}$$  \hspace{1cm} (9)

Recall (Sensitivity) is the ratio of true positive predictions compared to the overall data that are true positive. The formula for the recall is as follows:

$$Recall = \frac{TP}{TP + FN}$$  \hspace{1cm} (10)

Specificity is the correctness of predicting negative compared to the overall negative data. The formula for Specificity is as follows:

$$Specificity = \frac{TN}{TN + FP}$$  \hspace{1cm} (11)

F1 Score is a weighted comparison of the average precision and recall. The formula for the F1 Score is as follows:

$$F1\ Score = \frac{2 \times Recall \times Precision}{Recall + Precision}$$  \hspace{1cm} (12)

### 4. DISCUSSION AND RESULT

The grading system for short answer questions has been experimented with a high school student in Bandung, Indonesia. There were 60 students, grade 10 in a high school in Bandung, who were taken as respondents. The initial filter is to process those who have complete answers (no blank answers). Of the 60 students, there are 48 complete answer sheets. The first step is to prepare a table for the module of learning that contains context, questions, and answers. Table 1 is an example of a data set in Indonesian language.

These examples were graded using an automatic grading system and a manually grading system using humans. Table 2 is an example of comparing the results of automatic and manual assessments for forty-eight (48) students who have complete answers, and each student gets ten (10) random questions.

The results of the two assessments were compared using Cohen’s Kappa method. Cohen’s Kappa is a measure that states the consistency of measurements made by two raters or the consistency between two measurement methods or can also measure the consistency between two measurement tools. Cohen's kappa coefficient is only applied to the results of qualitative data measurement (Category). The experiments that have been carried out have resulted in consistent equivalence, as shown in Table 3.
The capabilities of the machine learning algorithms implemented to predict wrong answers are as follows:

\[
\text{Specificity} = \frac{16}{16 + 5} = 0.76
\]

The comparison of the weighted average precision and recall of the implemented machine learning algorithms is as follows:

\[
F1 \text{Score} = \frac{2 \times 0.96 \times 0.94}{0.96 + 0.94} = 0.95
\]

5. CONCLUSIONS

A novel system proposed in the study is a system that is able to implement Indonesian language in machine learning algorithms using BERT. BERT is an open-source system that by default has limitations because it is set for English. This study proposes a novel system to implement Indonesian in the BERT system for automatic grading of short answers. The experimental results were measured using two measuring instruments: Cohen's Kappa coefficient and the Confusion Matrix.

The result of measuring the BERT output of the implemented system has a Cohen Kappa coefficient value of 0.75, which means that the implemented algorithm has a good consistency.

In measuring the success of the algorithm that is presented using the confusion matrix, it produces the following values: Precision of 0.94, Recall of 0.96, Specificity of 0.76, and F1 Score of 0.95. Based on the measurement results, it can be seen that the implementation of the automatic short answer grading system in Indonesian Language using BERT machine learning has been successful.
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