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 In intelligent transportation systems, Vehicular Cloud Computing (VCC) is a new 

technology that can help ensure road security and transport efficiency. The study and 

evaluation of performances of a VCC is a topic of crucial interest in these environments. 

This paper presents a model of the computation resource allocation problem in VCC by 

considering heterogeneity and priority of service requests. We consider service requests 

from two classes, Primary service requests and Secondary service requests. We involve 

a Semi-Markov Decision Process (SMDP) to achieve the optimal policy that maximizes 

the performances of the VCC system taking into account the variability of resources, 

the income and the system cost. We utilize an iterative approach to achieve the optimal 

scheme that characterizes the action to be taken under each state. We validate our study 

by numerical results that show the effectiveness of the proposed SMDP-based scheme. 
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1. INTRODUCTION 

 

In the last years, the Intelligent transportation system (ITS) 

involves the Vehicular Ad-Hoc Network (VANET) to 

facilitate data exchange among vehicles. VANET is inspired 

by the Mobile Ad-Hoc network to provide an excellent 

network environment and it was employed for providing the 

efficiency of network connectivity among vehicles. 

In the Vehicular Cloud Computing (VCC) system, VANET 

was integrated with Cloud Computing Technologies to 

ameliorate the computing facilities storage and 

communication among vehicles that can provide convenience 

and practicability to users on roads.  

Many vehicles consist of Vehicle Equipment (VE), which 

is executed as a computer with an interface networking. Based 

on functionality, Zhang et al. [1] explained in detail the 

structure of the VCC system. It can be divided into four levels, 

namely Storage as a Service (STaaS), Computation as a 

Service (CaaS), Network as a Service (NaaS), and Sensing-as-

a-Service (SaaS).  

In general, there are two main classes of VC. The first type 

can be classified as a static vehicular cloud, e.g., vehicles in 

parking. This group of VC acts as a traditional cloud. The other 

group of VC consists of higher dynamic traffic flow. Due to 

the random the vehicle behavior, in which vehicles join or 

leave VC, the VCC system has a great unique feature that is 

the variability of the available computation resources in VC. 

Then the resources in VC are varying in time and they are 

presented as virtual Resource Units (RUs), we assume that 

each vehicle has one computation RU. In this article, we 

propose a VCC system in which each moving vehicle 

constitutes a dynamic vehicle cloud so that the EVs receive 

comfortable and adequate services. The proposed architecture 

is composed of two layers, Remote Cloud RC with powerful 

computing resources such as a classic cloud and Vehicular 

Cloud VC that can be seen as computing capacity providers. 

This work integrates two categories of service requests into 

the VCC system [2]. However, most of the previous work 

assumed homogeneous requests, but in reality, urgent requests 

require very high units to be processed quickly. Therefore, we 

propose a resource allocation scheme for the VCC system with 

priority requests. Different from the model of the previous 

works, the requests considered in this work can be classified 

into two types in the priority sense. Primary service requests 

PRs and Secondary service requests SRs. Primary service 

requests PRs such as emergency requests are assigned to VC 

at any time with higher priority. On the other hand, secondary 

requests SRs can be accepted by VC or be transferred to the 

RC depending on both the number of available RUs in VC and 

the arrival of PRs at the system. 

We propose to model the studied system using a Semi-

Markov Decision Process SMDP. The resource allocation 

decision depends on the power consumption and processing 

time, and it is made to find the optimal strategy using SMPD 

to maximize the overall system rewards. The solution to the 

problem, i.e., the optimal allocation strategy, is founded by the 

iteration approach. This work assumes that priority of service 

requests provides a different amount of computing resources 

with different distributions of probability. Thus, this SMDP 

model becomes more complex. 

The main assumptions for the sake of analysis are presented 

as follows: 

 The service request arrivals and departures per 

vehicle are distributed according to the Poisson 

distribution as well as for the service requests; 

 The number of RUs in VC alters over time;  

 The future decision is affected by the current action.  

The structure of the paper is as follows. Next section 

outlines the related work. Section 3.1 presents the model of the 

VCC system. The detail of the SMDP problem formulation is 
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discussed in Sections 3.2, 3.3 and 3.4. We introduce the 

proposed algorithm to evaluate our model in Section 3.5. Then, 

in Section 4, we provide the numerical results and the 

performance analysis. Finally, the conclusion is given in 

Section 5.  

 

 

2. RELATED WORK 

 

In the literature, there are many works dedicated to VCC 

Systems. Hussain et al. [3] presented a potential architecture 

structure for different cloud scenarios in VANETs that divided 

into three frameworks named Vehicular Clouds VC, Hybrid 

Vehicular Clouds (HVC) and Vehicles using Clouds (VuC). 

They also discussed the unique architectural, security and 

privacy challenges in VANET clouds. Liu et al. [4] proposed 

the notion of parked vehicle Assistance (PVA) to enhance 

VANETs. They studied network connectivity in the MVA at 

three levels: a theoretical analysis, a realistic study, and 

simulations. Gu et al. [5] proposed a two-tier data center 

architecture that uses excess parking lot and they have 

validated the high efficiency of this architecture via extensive 

simulations. The works [6-9] focuses on the security of the 

VCC system. 

Some research has investigated the problem of resource 

allocation in VCC systems. The SMDP approach has also been 

applied to solve such problems. In Ref. [10], The authors 

studied the resource allocation problem in the cloud-assisted 

vehicular network architecture, solving the SMDP via an 

iteration algorithm. According to Zheng et al. [11], the SMDP 

policy has been applied to maximize the overall long-term 

performance of the VCC system. Lin et al. [12] found the 

optimal strategy of VCC resource allocation with vehicle 

heterogeneity and roadside unit (RSU) effects by using the 

SMDP approach. In Ref. [13], a mixed integer linear 

programming (MLP) model is proposed to best manage the 

distribution of computational demands in the distributed 

architecture while decreasing energy consumption. 

Ouammou et al. [14] introduce the concept of reserve server 

consider the M/M/k queuing system with setup costs to deal 

with coming clients. The proposed mechanism and its 

performance parameters are described by a mathematical 

model. In addition, the effect of the proposed mechanism on 

energy consumption behavior is assessed. The discussion on 

the results shows the role of the consideration of reserves in 

the system. 

Also, there is some published work on the resources 

managements as [15, 16]. They formulated their work using 

the SMDP approach to manage the optimal action that will be 

taken under some conditions. Hanini et al. [17] are interested 

in proposing an algorithm to schedule the client tasks to the 

resources of a data center in cloud computing. Their proposed 

solution, is concentrated on client QoS requirements and 

aimed to reduce the energy, cost and time. In contrast to the 

discussed studies, we consider resources management as a 

stochastic optimization problem. Our purpose in this work can 

be summarized as follows: 

• To propose a mechanism that helps to manage the 

resources by improving QoS and minimizing energy 

consumption based on a "PR/SR Request" approach. 

• To formulate the dynamic arrival request, 

management problem as a SMDP problem, in order to 

maximize the recompense of the system. 

Based on the advanced algorithm, we show that our 

approach can significantly improve the evaluation time in each 

scalable iteration. Therefore, the most important contribution 

of this paper is the property of heterogeneous requests which 

extend the system proposed in Ref. [11].  

 

 

3. SYSTEM FRAMEWORK 

 

3.1 System model 

 

We consider a system of VCC as shown in Figure 1, in 

which moving vehicles constitute a dynamic VC. The cloud 

structure in the system is composed of two layers, remote 

cloud RC that consists of multiple powerful computing 

resources and vehicular cloud VC that constitutes some VEs. 

Each vehicle has a standard computing Resource Unit (RU) in 

the system. These units are managed and allocated via the VC. 

The capability of the VC to compute depends on the number 

of RUs in the VC. 

Considering two categories of service requests:   

• Primary service requests PRs: they have priority to assign 

to VC anytime, such as emergency command.  

• Secondary service requests SRs: when the SR arrives in 

the system, it is either accepted by VC or transferred to 

RC, that depends on both, the numbers of available RUs 

in VC and the arrival of PRs at the system.  

 

 
 

Figure 1. Scheme of the proposed VCC system 
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Suppose there are 𝑀 RUs available in the VC that vary with 

time because it depends on the arrival and the departure of 

vehicles. 

Let (𝑁𝑡
𝜆𝑝, 𝑡 > 0) , (𝑁𝑡

𝜆𝑠 , 𝑡 > 0) , and (𝑁𝑡
𝜆𝑣 , 𝑡 > 0)  three 

Poisson Processes with the mean rate of 𝜆𝑝 , 𝜆𝑠 , and 𝜆𝑣 

respectively, where 𝑁𝑡
𝜆𝑝

, 𝑁𝑡
𝜆𝑠, and 𝑁𝑡

𝜆𝑣, for each 𝑡 > 0, are the 

number of PRs arrivals, the number of SRs arrivals, and the 

number of arrival of vehicles, in the interval time (0, 𝑡] 
respectively. 

Each arrival service request PR can be allocated with 𝑖 RUs 

in the VC, where 𝑖 ∈ {1, . . . , 𝑁} , 𝑁 ≤ 𝑀  and 𝑁  is the 

maximum number of RUs that can allocate to a service request 

PR by the VC. The same if an arrival service request SR is 

accepted to assign to the VC. 

The service rate of the PR and SR are denoted by 𝜇𝑝 and 𝜇𝑠 

respectively. Then 
1

𝑖𝜇𝑝
 is the service time of a request PR if i 

RUs are allocated and 
1

𝑖𝜇𝑠
 for SR if it is accepted to assign to 

VC. Assume that 𝜆𝑝 < 𝑀𝜇𝑝  to ensure that the system is 

accessible and stable for PRs. The number of RUs in the VC 

can not be larger than K. In addition, the departure of vehicle 

follows Poisson distribution with rate 𝜇𝑣. 

Furthermore, when all of the resources units RUs are full, 

since the system firstly keeps the RUs to the primary requests 

PRs, we must transfer SR’ s service which occupies the RUs 

to the RC.  

The main objective is to maximize the expected long-term 

total reward by using the SMDP approach correctly allocating 

VCC system resources to PR and SR. 
 

3.2 System states 
 

We consider two types of service requests PR and SR.  

We use 𝒮 to denote the state set that can be represented by 

current requests, the usable resources in the VC and the event, 

i.e.,  
 

𝒮 = {𝑠(𝑡)/𝑠(𝑡) =< 𝑥𝑠(𝑡), 𝑥𝑝(𝑡),𝑀, 𝑒 >} (1) 
 

where, 𝑥𝑠(𝑡) = [𝑥𝑠
1(𝑡), . . . , 𝑥𝑠

𝑁(𝑡)]𝑡 , 𝑥𝑠
𝑖(𝑡)  is the number of 

SRs that have been allocated with 𝑖 RUs 𝑖 ∈ {1, . . . , 𝑁} at time 

𝑡. Similarly, 𝑥𝑝(𝑡) = [𝑥𝑝
1(𝑡), . . . , 𝑥𝑝

𝑁(𝑡)]𝑡, 𝑥𝑝
𝑖 (𝑡) is the number 

of PRs that have been allocated with 𝑖 RUs, 𝑀 is the number 

of available RUs in the VC and 𝑒 represents an event in the set 

as mentioned in Table 1.  

ℰ = {𝐴𝑝, 𝐴𝑠, 𝐴𝑣 , 𝐷𝑣 , 𝐷𝑝
𝑖 , 𝐷𝑠

𝑖} (2) 

 

where, 

 

Table 1. Summary of events 

 
e  Event  

𝐴𝑝  PR arrival  

𝐴𝑠  SR arrival  

𝐴𝑣  arrival of vehicle 

𝐷𝑣  departure of vehicle 

𝐷𝑝
𝑖   departure of a PR allocated with 𝑖 RUs  

𝐷𝑠
𝑖  departure of a SR allocated with 𝑖 RUs  

 

Therefrom ∑𝑁𝑖=1 𝑖(𝑥𝑝
𝑖 (𝑡) + 𝑥𝑠

𝑖(𝑡))  is the number of 

occupied RUs in the VC which satisfies ∑𝑁𝑖=1 𝑖(𝑥𝑝
𝑖 (𝑡) +

𝑥𝑠
𝑖(𝑡)) ≤ 𝑀. 

 

3.3 Actions 

 

When the system receives a request, it can choose an action 

as follows. If the SR request has been accepted with i RUs, the 

action denotes𝑎(𝑡) = (𝑆, 𝑖). 
Therefore, 𝑎(𝑡) = (𝑆, 0) indicates that when a SR arrives 

and the VC is full, the VC will transfer it to the RC. Otherwise, 

if the accepted PR request with 𝑖 RUs, it denotes as 𝑎(𝑡) =
(𝑃, 𝑖) . 
𝑎(𝑡) = −1  describes that no action is required except 

updating the number of RUs in the system when a vehicle 

arrives and leaves the system or a service request finish and 

exits the VCC system. The action space 𝒜(𝑡) is summarized 

as follows:  

 

𝒜(𝑡) =

{
 

 
−1 , 𝑒 ∈ {𝐴𝑣, 𝐷𝑣 , 𝐷𝑝

𝑖 , 𝐷𝑠
𝑖}

(𝑃, 𝑖) , 𝑒 = 𝐴𝑝
{(𝑆, 𝑖) , (𝑆, 0)} , 𝑒 = 𝐴𝑠.

 (3) 

 

3.4 Transition probability 
 

Let 𝜏(𝑠(𝑡), 𝑎(𝑡)) be the expected service time between two 

continuous decision epoch and 𝜎(𝑠(𝑡), 𝑎(𝑡))  be the mean 

event rate for specific 𝑠(𝑡) and 𝑎(𝑡) which can be expressed 

by 𝜎(𝑠(𝑡), 𝑎(𝑡)) =
1

𝜏(𝑠(𝑡),𝑎(𝑡))
 with,

 

𝜎(𝑠(𝑡), 𝑎(𝑡)) =

{
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 (𝑀 + 1)(𝜆𝑝 + 𝜆𝑠) + 𝜆𝑣 + 𝜇𝑣 + ∑

𝑁
𝑗=1 𝑗(𝑥𝑠

𝑗
(𝑡)𝜇𝑠 + 𝑥𝑝

𝑗
(𝑡)𝜇𝑝) if 𝑒 = 𝐴𝑣 , 𝑎(𝑡) = −1

(𝑀 − 1)(𝜆𝑝 + 𝜆𝑠) + 𝜆𝑣 + 𝜇𝑣 + ∑
𝑁
𝑗=1 𝑗(𝑥𝑠

𝑗
(𝑡)𝜇𝑠 + 𝑥𝑝

𝑗
(𝑡)𝜇𝑝) if 𝑒 = 𝐷𝑣  , 𝑎(𝑡) = −1

𝑀(𝜆𝑝 + 𝜆𝑠) + 𝜆𝑣 + 𝜇𝑣 +∑
𝑁
𝑗=1 𝑗(𝑥𝑠

𝑗
(𝑡)𝜇𝑠 + 𝑥𝑝

𝑗
(𝑡)𝜇𝑝) if 𝑒 = 𝐴𝑠 , 𝑎(𝑡) = (𝑆, 0)

𝑀(𝜆𝑝 + 𝜆𝑠) + 𝜆𝑣 + 𝜇𝑣 +∑
𝑁
𝑗=1 𝑗(𝑥𝑠

𝑗
(𝑡)𝜇𝑠 + 𝑥𝑝

𝑗
(𝑡)𝜇𝑝) + 𝑖𝜇𝑠 if 𝑒 = 𝐴𝑠 , 𝑎(𝑡) = (𝑆, 𝑖)

𝑀(𝜆𝑝 + 𝜆𝑠) + 𝜆𝑣 + 𝜇𝑣 +∑
𝑁
𝑗=1 𝑗(𝑥𝑠

𝑗
(𝑡)𝜇𝑠 + 𝑥𝑝

𝑗
(𝑡)𝜇𝑝) + 𝑖𝜇𝑝 if 𝑒 = 𝐴𝑝 , 𝑎(𝑡) = (𝑃, 𝑖)

𝑀(𝜆𝑝 + 𝜆𝑠) + 𝜆𝑣 + 𝜇𝑣 +∑
𝑁
𝑗=1 𝑗(𝑥𝑠

𝑗
(𝑡)𝜇𝑠 + 𝑥𝑝

𝑗
(𝑡)𝜇𝑝) − 𝑖𝜇𝑠 if 𝑒 = 𝐷𝑠

𝑖  , 𝑎(𝑡) = −1

𝑀(𝜆𝑝 + 𝜆𝑠) + 𝜆𝑣 + 𝜇𝑣 +∑
𝑁
𝑗=1 𝑗(𝑥𝑠

𝑗
(𝑡)𝜇𝑠 + 𝑥𝑝

𝑗
(𝑡)𝜇𝑝) − 𝑖𝜇𝑝 if 𝑒 = 𝐷𝑝

𝑖  , 𝑎(𝑡) = −1.

  
(4) 

930



𝜇𝑣 is vehicle departure rate and (𝑀(𝜆𝑝 + 𝜆𝑠) + 𝜆𝑣) is the 

total arrived rate of requests and vehicles. Since 𝜆𝑝 and 𝜆𝑠 are 

the arrival rates for PR and SR request per vehicle respectively 

then 𝑀(𝜆𝑝 + 𝜆𝑠) is the arrival rate of requests of the VCC 

system. 

The rate at which requests leave the system is as described 

next. If a vehicle enters or departs the system then the total 

RUs are not modified. Thus ∑𝑁𝑗=1 𝑗(𝑥𝑠
𝑗
(𝑡)𝜇𝑠 + 𝑥𝑝

𝑗
(𝑡)𝜇𝑝) is the 

departure rate of requests. If a PR arrives at the system, the 

departure rate is ∑𝑁𝑗=1 𝑗(𝑥𝑠
𝑗
(𝑡)𝜇𝑠 + 𝑥𝑝

𝑗
(𝑡)𝜇𝑝) + 𝑖𝜇𝑝 . If a SR 

arrives, the departure rate is given by ∑𝑁𝑗=1 𝑗(𝑥𝑠
𝑗
(𝑡)𝜇𝑠 +

𝑥𝑝
𝑗
(𝑡)𝜇𝑝) + 𝑖𝜇𝑠. 

When a PR is served and leaves the system, the departure 

rate of requests is computed as ∑𝑁𝑗=1 𝑗(𝑥𝑠
𝑗
𝜇𝑠 + 𝑥𝑝

𝑗
(𝑡)𝜇𝑝) −

𝑖𝜇𝑝. Thus, if a SR is completed the service, then the departure 

rate of requests is computed as ∑𝑁𝑗=1 𝑗(𝑥𝑠
𝑗
(𝑡)𝜇𝑠 + 𝑥𝑝

𝑗
(𝑡)𝜇𝑝) −

𝑖𝜇𝑠. 
Next, from the probability theory, 𝜎(𝑠(𝑡), 𝑎(𝑡))  is the 

denominator of the transition probability. 

Let 𝑃(𝑠′/𝑠(𝑡), 𝑎(𝑡))  is the probability of transition from 

state 𝑠(𝑡) to state 𝑠′ under an action 𝑎(𝑡). We formulate the 

model so that transitions which occur between decision epochs 

do not influence the decision. This transition probability can 

be calculated under different events (5)-(9): 

 

• State 𝑠(𝑡) =< 𝑥𝑠(𝑡), 𝑥𝑝(𝑡),𝑀, 𝐴𝑝 >.  

 

𝑃(𝑠′/𝑠(𝑡), 𝑎(𝑡)) =

{
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
(𝑥𝑝
𝑖 (𝑡)+1)𝑖𝜇𝑝

𝜎(𝑠(𝑡),𝑎(𝑡))
   if  𝑠′ = ⟨𝑥𝑠(𝑡) , 𝑥𝑝(𝑡) + 𝑒𝑖 − 𝑒𝑖 , 𝑀, 𝐷𝑝

𝑖 ⟩, 𝑎(𝑡) = (𝑃, 𝑖)

𝑥𝑝
𝑚(𝑡)𝑚𝜇𝑝

𝜎(𝑠(𝑡),𝑎(𝑡))
   if  𝑠′ = ⟨𝑥𝑠(𝑡), 𝑥𝑝(𝑡) + 𝑒𝑖 − 𝑒𝑚, 𝑀, 𝐷𝑝

𝑚⟩, 𝑎(𝑡) = (𝑃, 𝑖)

𝑥𝑠
𝑚(𝑡)𝑚𝜇𝑠

𝜎(𝑠(𝑡),𝑎(𝑡))
   if  𝑠′ = ⟨𝑥𝑠(𝑡) − 𝑒𝑚 , 𝑥𝑝(𝑡) + 𝑒𝑖 , 𝑀, 𝐷𝑠

𝑚⟩, 𝑎(𝑡) = (𝑃, 𝑖)

𝑀𝜆𝑠

𝜎(𝑠(𝑡),𝑎(𝑡))
   if 𝑠′ = ⟨𝑥𝑠(𝑡), 𝑥𝑝(𝑡) + 𝑒𝑖 , 𝑀, 𝐴𝑠⟩, 𝑎(𝑡) = (𝑃, 𝑖)

𝑀𝜆𝑝

𝜎(𝑠(𝑡),𝑎(𝑡))
   if 𝑠′ = ⟨𝑥𝑠(𝑡), 𝑥𝑝(𝑡) + 𝑒𝑖 , 𝑀, 𝐴𝑝⟩, 𝑎(𝑡) = (𝑃, 𝑖)

𝜆𝑣

𝜎(𝑠(𝑡),𝑎(𝑡))
   if 𝑠′ = ⟨𝑥𝑠(𝑡), 𝑥𝑝(𝑡) + 𝑒𝑖 , 𝑀, 𝐴𝑣⟩ , 𝑎(𝑡) = (𝑃, 𝑖)

𝜇𝑣

𝜎(𝑠(𝑡),𝑎(𝑡))
   if 𝑠′ = ⟨𝑥𝑠(𝑡), 𝑥𝑝(𝑡) + 𝑒𝑖 , 𝑀, 𝐷𝑣⟩ , 𝑎(𝑡) = (𝑃, 𝑖)

  (5) 

 

where, 𝑎(𝑡) = (𝑃, 𝑖) , 𝑖 ∈ {1, . . . , 𝑁}, 𝑚 ∈ {1, . . . , 𝑁} and 𝑖 ≠ 𝑚. Let 𝑒𝑖 is a vector of 𝑁 components, where the 𝑖-th component is 

1, others are 0. The same for the vector 𝑒𝑚. 

 

• State 𝑠 =< 𝑥𝑠(𝑡), 𝑥𝑝(𝑡),𝑀, 𝐴𝑣 >. 

 

𝑃(𝑠′/𝑠(𝑡), 𝑎(𝑡)) =

{
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

𝑥𝑝
𝑖 (𝑡)𝑖𝜇𝑝

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡) , 𝑥𝑝(𝑡)  , 𝑀 + 1  , 𝐷𝑝

𝑖 ⟩, 𝑎(𝑡) = −1

𝑥𝑠
𝑖(𝑡)𝑖𝜇𝑠

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡) , 𝑥𝑝(𝑡)  , 𝑀 + 1  , 𝐷𝑠

𝑖⟩, 𝑎(𝑡) = −1

(𝑀+1)𝜆𝑠

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡)  , 𝑥𝑝(𝑡)  , 𝑀 + 1  , 𝐴𝑠⟩, 𝑎(𝑡) = −1

(𝑀+1)𝜆𝑝

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡)  , 𝑥𝑝(𝑡)  , 𝑀 + 1  , 𝐴𝑝⟩, 𝑎(𝑡) = −1

𝜆𝑣

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡)  , 𝑥𝑝(𝑡)  , 𝑀 + 1  , 𝐴𝑣⟩, 𝑎(𝑡) = −1

𝜇𝑣

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡)  , 𝑥𝑝(𝑡)  , 𝑀 + 1  , 𝐷𝑣⟩, 𝑎(𝑡) = −1

  (6) 

 

• State 𝑠(𝑡) =< 𝑥𝑠(𝑡), 𝑥𝑝(𝑡),𝑀, 𝐴𝑠 >. 
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𝑃(𝑠′/𝑠(𝑡), 𝑎(𝑡)) =

{
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

𝑥𝑝
𝑖 (𝑡)𝑖𝜇𝑝

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡) , 𝑥𝑝(𝑡) − 𝑒𝑖   , 𝑀  , 𝐷𝑝

𝑖 ⟩, 𝑎(𝑡) = (𝑆, 0)

𝑥𝑠
𝑖(𝑡)𝑖𝜇𝑠

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡) − 𝑒𝑖  , 𝑥𝑝(𝑡)  , 𝑀  , 𝐷𝑠

𝑖⟩, 𝑎(𝑡) = (𝑆, 0)

𝑀𝜆𝑠

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡)  , 𝑥𝑝(𝑡)  , 𝑀  , 𝐴𝑠⟩, 𝑎(𝑡) = (𝑆, 0)

𝑀𝜆𝑝

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠   , 𝑥𝑝(𝑡)  , 𝑀  , 𝐴𝑝⟩, 𝑎(𝑡) = (𝑆, 0)

𝜆𝑣

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡)  , 𝑥𝑝(𝑡)  , 𝑀  , 𝐴𝑣⟩, 𝑎(𝑡) = (𝑆, 0)

𝜇𝑣

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡)  , 𝑥𝑝(𝑡)  , 𝑀  , 𝐷𝑣⟩, 𝑎(𝑡) = (𝑆, 0)

(𝑥𝑠
𝑖(𝑡)+1)𝑖𝜇𝑠

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡) , 𝑥𝑝(𝑡)  , 𝑀  , 𝐷𝑠

𝑖⟩, 𝑎(𝑡) = (𝑆, 𝑖)

𝑥𝑠
𝑚(𝑡)𝑚𝜇𝑠

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡) + 𝑒𝑖 − 𝑒𝑚 , 𝑥𝑝(𝑡)  , 𝑀  , 𝐷𝑠

𝑚⟩, 𝑎(𝑡) = (𝑆, 𝑖)

𝑥𝑝
𝑚(𝑡)𝑚𝜇𝑝

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡) + 𝑒𝑖  , 𝑥𝑝(𝑡) − 𝑒𝑚  , 𝑀  , 𝐷𝑝

𝑚⟩, 𝑎(𝑡) = (𝑆, 𝑖)

𝑀𝜆𝑠

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡) + 𝑒𝑖   , 𝑥𝑝(𝑡)  , 𝑀  , 𝐴𝑠⟩, 𝑎(𝑡) = (𝑆, 𝑖)

𝑀𝜆𝑝

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡)  , 𝑥𝑝(𝑡) + 𝑒𝑖   , 𝑀  , 𝐴𝑝⟩, 𝑎(𝑡) = (𝑆, 𝑖)

𝜆𝑣

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡)  , 𝑥𝑝(𝑡)  , 𝑀  , 𝐴𝑣⟩, 𝑎(𝑡) = (𝑆, 𝑖)

𝜇𝑣

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡)  , 𝑥𝑝(𝑡)  , 𝑀  , 𝐷𝑣⟩, 𝑎(𝑡) = (𝑆, 𝑖)

  (7) 

 

where, 𝑖 ∈ {1, . . . , 𝑁} , 𝑚 ∈ {1, . . . , 𝑁} and 𝑖 ≠ 𝑚. 

• State 𝑠 =< 𝑥𝑠(𝑡), 𝑥𝑝(𝑡),𝑀,𝐷𝑣 >. 

 

𝑃(𝑠′/𝑠(𝑡), 𝑎(𝑡)) =

{
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

𝑥𝑝
𝑖 (𝑡)𝑖𝜇𝑝

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡) , 𝑥𝑝(𝑡)  , 𝑀 − 1  , 𝐷𝑝

𝑖 ⟩, 𝑎(𝑡) = −1

𝑥𝑠
𝑖 𝑖𝜇𝑠

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡) , 𝑥𝑝(𝑡)  , 𝑀 − 1  , 𝐷𝑠

𝑖⟩, 𝑎(𝑡) = −1

(𝑀−1)𝜆𝑠

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡)  , 𝑥𝑝(𝑡)  , 𝑀 − 1  , 𝐴𝑠⟩, 𝑎(𝑡) = −1

(𝑀−1)𝜆𝑝

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡)  , 𝑥𝑝(𝑡)  , 𝑀 − 1  , 𝐴𝑝⟩, 𝑎(𝑡) = −1

𝜆𝑣

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡)  , 𝑥𝑝(𝑡)  , 𝑀 − 1  , 𝐴𝑣⟩, 𝑎(𝑡) = −1

𝜇𝑣

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡)  , 𝑥𝑝(𝑡)  , 𝑀 − 1  , 𝐷𝑣⟩, 𝑎(𝑡) = −1

  (8) 

 

• State 𝑠 =< 𝑥𝑠(𝑡), 𝑥𝑝(𝑡),𝑀, 𝑒 > where 𝑒 ∈ {𝐷𝑝
𝑖  , 𝐷𝑠

𝑖}. 
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𝑃(𝑠′/𝑠(𝑡), 𝑎(𝑡)) =

{
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

𝑥𝑝
𝑖 (𝑡)𝑖𝜇𝑝

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡) , 𝑥𝑝(𝑡) − 𝑒𝑖   , 𝑀  , 𝐷𝑝

𝑖 ⟩, 𝑎(𝑡) = −1

𝑥𝑠
𝑖(𝑡)𝑖𝜇𝑠

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡) − 𝑒𝑖  , 𝑥𝑝(𝑡)  , 𝑀  , 𝐷𝑠

𝑖⟩, 𝑎(𝑡) = −1

𝑀𝜆𝑠

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡)  , 𝑥𝑝(𝑡)  , 𝑀  , 𝐴𝑠⟩, 𝑎(𝑡) = −1

𝑀𝜆𝑝

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡)  , 𝑥𝑝(𝑡)  , 𝑀  , 𝐴𝑝⟩, 𝑎(𝑡) = −1

𝜆𝑣

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡)  , 𝑥𝑝(𝑡)  , 𝑀  , 𝐴𝑣⟩, 𝑎(𝑡) = −1

𝜇𝑣

𝜎(𝑠(𝑡),𝑎(𝑡))
     if  𝑠′ = ⟨𝑥𝑠(𝑡)  , 𝑥𝑝(𝑡)  , 𝑀  , 𝐷𝑣⟩, 𝑎(𝑡) = −1

  (9) 

 

3.5 Reward model 

 

Let 𝑟(𝑠(𝑡), 𝑎(𝑡)) denote the system reward under the state 

𝑠(𝑡) and the action 𝑎(𝑡) then we have: 

 

𝑟(𝑠, 𝑎) = 𝑘(𝑠(𝑡), 𝑎(𝑡)) − 𝑔(𝑠(𝑡), 𝑎(𝑡)) (10) 

where, 𝑘(𝑠(𝑡), 𝑎(𝑡)) is the instant income of the system under 

the state 𝑠(𝑡)  and the action 𝑎(𝑡)  in the case that event 𝑒 

occurs and 𝑔(𝑠(𝑡), 𝑎(𝑡)) is the expected system cost. 

Through the priority of service requests, we obtain six cases 

for 𝑘(𝑠(𝑡), 𝑎(𝑡)) as follows: 

 

𝑘(𝑠(𝑡), 𝑎(𝑡)) =

{
 
 
 
 

 
 
 
 𝜔𝑒𝛽𝑒(𝐸0 − 𝑃𝛿1) + 𝜔𝑑𝛽𝑑(𝐷0 −

1

𝑖𝜇𝑠
− 𝛿1) − 𝛾𝛿1 𝑎(𝑡) = −1

0 if 𝑒 ∈ {𝐷𝑝 , 𝐷𝑠, 𝐴𝑣}, 𝑎(𝑡) = −1

0 if 𝑒 = 𝐷𝑣 , 𝑎(𝑡) = −1, ∑
𝑁
𝑖=1 𝑖 (𝑥𝑝

𝑖 (𝑡) + 𝑥𝑠
𝑖(𝑡)) < 𝑀

−𝜉 if 𝑒 = 𝐷𝑣 , 𝑎(𝑡) = −1, ∑
𝑁
𝑖=1 𝑖(𝑥𝑝

𝑖 (𝑡) + 𝑥𝑠
𝑖(𝑡)) = 𝑀

𝜔𝑒𝛽𝑒(𝐸0 − 𝑃𝛿1) + 𝜔𝑑𝛽𝑑(𝐷0 − 𝛿1 − 𝛿2) − 𝛾(𝛿1 + 𝛿2) if 𝑒 = 𝐴𝑠, 𝑎(𝑡) = (𝑆, 0)

𝜔𝑒𝛽𝑒(𝐸0 − 𝑃𝛿1) + 𝜔𝑑𝛽𝑑(𝐷0 −
1

𝑖𝜇𝑝
− 𝛿1) − 𝛾(𝛿1 + 𝛿2) − 𝛿0 if 𝑒 = 𝐴𝑝, 𝑎(𝑡) = (𝑃, 𝑖)

  (11) 

 

where, (𝐸0 − 𝑃𝛿1)  and (𝐷0 −
1

𝑖𝜇𝑠
− 𝛿1)  are respectively the 

energy and the time saved during the processing task in the VC. 

𝑃𝛿1  is the workload of transferring the task to VC and 

receiving the feedback from it. 𝛾𝛿1 is the transfer expense. 

The VCC system generates nothing when a service leaves 

the system or a vehicle arrives. 

The price 𝜉  occurred when all RUs used and a vehicle 

departs the VC. 

The SR request may be transferred to the RC if the available 

resources in the VC are not sufficient. 𝛾𝛿2 is the transfer cost 

of the job to the RC and the feedback from it. Without 

considering the processing time, the cost of transfer expense is 

given by [𝜔𝑒𝛽𝑒(𝐸0 − 𝑃𝛿1) + 𝜔𝑑𝛽𝑑(𝐷0 − 𝛿1 − 𝛿2)]  due to 

the powerful computing capability of the RC. 

The list of important used parameters is given in Table 2. 

 

Table 2. List of important parameters 

 
𝜔𝑒  / 𝜔𝑑 The weights of power/time where 𝜔𝑒 + 𝜔𝑑 = 1 

𝛽𝑒  / 𝛽𝑑 Price of per energy/delay saving 

𝐸0 The workload occurs by executing the request at VE  

𝐷0 The time occurs by executing the request at VE 

𝑃 Transmission power of Ves 

𝛾 Cost per transmit time 

𝛿1 Delay of transfer from VE to VC 

𝛿2 Delay of transfer from VC to RC  

𝛿0 Cost of sending to a RU. 

𝜉 Vehicle control via the VCC system 

 

Next, we define the expected system cost 𝑔(𝑠(𝑡), 𝑎(𝑡)) as 

follows: 

 

𝑔(𝑠(𝑡), 𝑎(𝑡)) = 𝑐(𝑠(𝑡), 𝑎(𝑡))𝜏(𝑠(𝑡), 𝑎(𝑡)), (12) 

 

where, 𝜏(𝑠(𝑡), 𝑎(𝑡))  is the expected service time, and 

𝑐(𝑠(𝑡), 𝑎(𝑡))  is the number of the RUs that have been 

allocated, i.e.,  

 

𝑐(𝑠(𝑡), 𝑎(𝑡)) = ∑𝑁𝑖=1 𝑖(𝑥𝑝
𝑖 (𝑡) + 𝑥𝑠

𝑖(𝑡)).  (13) 

 

Due to the fact that vehicle arrivals and departures and 

service requests are distributed according to the Poisson 

distribution, there is an exponential distribution of time taken 

from decision time to decision time.  

 

𝐹(𝑡/𝑠, 𝑎) = 1 − 𝑒𝜎(𝑠(𝑡),𝑎(𝑡))𝑡  for 𝑡 > 0. (14) 

 

Moreover, according to the discounted reward model found 

in Ref. [14], the expected discounted reward is given by: 

 

𝑟(𝑠(𝑡), 𝑎(𝑡)) = 𝑘(𝑠(𝑡), 𝑎(𝑡))

− 𝑐(𝑠(𝑡), 𝑎(𝑡))𝐸𝑠(𝑡)
𝑎(𝑡)

{∫
𝜏

0

𝑒−𝛼𝑡𝑑𝑡}

= 𝑘(𝑠(𝑡), 𝑎(𝑡))

−  𝑐(𝑠(𝑡), 𝑎(𝑡))𝐸𝑠(𝑡)
𝑎(𝑡)

{
1 − 𝑒−𝛼𝜏

𝛼
}

= 𝑘(𝑠(𝑡), 𝑎(𝑡))

−
𝑐(𝑠(𝑡), 𝑎(𝑡))

𝛼 + 𝜎(𝑠(𝑡), 𝑎(𝑡))
 

(15) 
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where, 𝛼 is a discount factor.  

 

3.6 Solution 

 

According to Bellman's equation, the maximum reward is 

obtained as below,  

 

𝜈(𝑠(𝑡)) = max
𝑎(𝑡)∈𝒜

 {𝑟(𝑠(𝑡), 𝑎(𝑡))

+ 𝜆∑

𝑠∈𝒮

𝑝(𝑠′/𝑠(𝑡), 𝑎(𝑡))𝜈(𝑠′)}, 
(16) 

 

where, 𝜆 =
𝜎(𝑠(𝑡),𝑎(𝑡))

𝛼+𝜎(𝑠(𝑡),𝑎(𝑡))
. In order to achieve the unified 

expected system reward, we define the parameter 𝑦 = 𝐾(𝜆𝑝 +

𝜆𝑠) + 𝜆𝑣 + 𝜇𝑣 + 𝑁𝐾(𝜇𝑝 + 𝜇𝑠).  

Then, the normalized transition probability is given as 

follows:  

 

�̂�(𝑠′/𝑠, 𝑎)

=

{
 
 

 
 
𝑝(𝑠′/𝑠, 𝑎)𝜎(𝑠, 𝑎)

𝑦
, 𝑠′ ≠ 𝑠

1 −
[1 − 𝑝(𝑠′/𝑠, 𝑎)]𝜎(𝑠, 𝑎)

𝑦
, 𝑠′ = 𝑠.

 
(17) 

 

The normalized reward function (10) is,  

 

�̂�(𝑠, 𝑎)  =  𝑟(𝑠, 𝑎) 
𝜎(𝑠, 𝑎) + 𝛼

𝑦 + 𝛼
. (18) 

 

Accordingly, Eq. (16) can be expressed as:  

 

�̂�(𝑠)  =  max
𝑎∈𝒜

 {�̂�(𝑠, 𝑎)  +  �̂�  ∑

𝑠′∈𝒮

 �̂�(𝑠′/𝑠, 𝑎)�̂�(𝑠′)} (19) 

 

where, �̂� =
𝑦

𝑦+𝛼
 . 

Then, we propose the value iteration algorithm to solve the 

optimization problem given by Eq. (19). 

Algorithm 1 

Step 1: S�̂�(𝑠(𝑡))et  for each state 𝑠(𝑡). Specify 𝜖 > 0, and 

set 𝑘 = 0. 

Step 2: For each state 𝑠(𝑡), compute �̂�𝑘+1(𝑠(𝑡)) by: 

 

�̂�𝑘+1(𝑠)  =  max
𝑎(𝑡)∈𝒜

 {�̂�(𝑠(𝑡), 𝑎(𝑡))  

+  �̂�  ∑

𝑠′∈𝒮

 �̂� (
𝑠′

𝑠(𝑡)
, 𝑎(𝑡)) �̂�𝑘(𝑠′) } 

 

Step 3: If ∥ �̂�𝑘+1 − �̂�𝑘 ∥< 𝜖(1 − �̂�)/2�̂�, go to Step 4. Else 

𝑘 = 𝑘 + 1, return to Step 2. 

Step 4: For each 𝑠 ∈ 𝒮 , compute the stationary optimal 

policy and stop. 

 

𝑑𝜖
∗ ∈ argmax𝑎(𝑡)∈𝒜 [�̂�(𝑠(𝑡), 𝑎(𝑡))  

+  �̂�  ∑

𝑠′∈𝒮

 �̂�(𝑠′/𝑠(𝑡), 𝑎(𝑡))�̂�𝑘+1(𝑠′)] 

 

The norm function is defined as ||�̂�|| = max|�̂�(𝑠(𝑡))| for 

𝑠(𝑡) ∈ 𝒮. 

4. PERFORMANCE EVALUATION 

 

Here, we evaluate the efficiency of the model. We provide 

the numerical results under different scenario. The main 

parameters are given in Table 3. 

 

Table 3. List of parameter values 

 
Parameter Value Parameter Value Parameter Value 

𝜆𝑣 6 𝜇𝑝 7 𝜇𝑠 11 

𝜇𝑣 11 𝛼 0.1 𝜔𝑒  0.5 

𝜔𝑑 0.5 𝛽𝑒  2 𝛽𝑑 2 

𝐸0 20 𝐷0 30 𝛾 2 

𝛿0 1 𝛿1 2 𝛿2 5 

𝜉 18 𝐾 13   

 

Let 𝑁 = 2 be the number of RUs reserved for a service 

request that is to say a service can be assigned 1 or 2 RUs. 

Case 1 and Case 2 (respectively, Case 3 and Case 4) 

represent that the PR request allocates to the VC with 1 and 2 

RUs (respectively, the SR request to the VC with 1 and 2 

RUs). Besides, Case 5 is that the VCC system transfers the SR 

request to RC. 

 

 
 

Figure 2. The action probabilities of Primary service requests 

 

 
 

Figure 3. The action probabilities of Secondary service 

requests 
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Figures 2 and 3 present the action probability of the service 

requests under two parameters 𝜆𝑝  and 𝜆𝑠 . As Figure 2 

illustrates, under conditions of low SR arrival rate, the 

probability of allocating SR requests to the VC (Case 3 and 

Case 4) is more than the probability of transferring to the RC 

(Case 5). 

Also, when allocating a request to the VC, the VCC system 

tends to assign a maximum number of RUs to achieve the 

highest possible system rewards by considering the priority of 

the PR request. With the increase of the vehicle arrival rate, 

especially when the system accepts more PR arrival service 

requests, the probability of case 1 and case 2 starts to decrease. 

On the other hand, the probability of case 3 and case 4 

increases and this depends on the advantage of PR arrival in 

our model system, and we notice that the rate of decrease in 

the probability of case 1 and case 2 makes sense because in 

our system, even if the PR arrival rate increases, SR arrival 

requests are also accepted but with low probability. 

Furthermore, in Figure 3, while the probabilities of Case 1 

and Case 2 begin to decrease and those of Case 3 and Case 4 

increase slightly then the probability of Case 5 becomes larger. 

Next, we analyze the performance of VCC system. Figure 4 

shows that the expected reward of system increase with the 

increases of the arrival rate of primary service requests.  

 

 
 

Figure 4. System reward of primary service requests 

 

 

5. CONCLUSION 

 

Through this article, two types of service requests are 

considered with different priority in the Vehicular Cloud 

Computing (VCC) system based on the Semi-Markov infinite 

horizon decision process SMDP. We have used an iterative 

algorithm in order to maximize the reward model of the VCC 

system where primary service requests are given a higher 

priority to access the system in our policy. Numerical analysis 

showed that the used strategy to affect the resource units to the 

requests and the arrival rates of requests have impact on the 

system performance. 

The study of this system in a dynamic manner is a 

perspective to extend the results obtained in this paper.  

In our future work, we expect to consider the non-

uniformity of service demands and how they affect on resource 

allocation. In addition, it would be valuable to explore the 

vehicle direction and speed. 
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