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 Traditionally, pharmacovigilance data are collected during clinical trials on a small sample 

of patients and are therefore insufficient to adequately assess drugs. Nowadays, consumers 

use online drug forums to share their opinions and experiences about medication. These 

feedbacks, which are widely available on the web, are automatically analyzed to extract 

relevant information for decision-making. Currently, sentiment analysis methods are being 

put forward to leverage consumers' opinions and produce useful drug monitoring indicators. 

However, these methods' effectiveness depends on the quality of word representation, 

which presents a real challenge because the information contained in user reviews is noisy 

and very subjective. Over time, several sentiment classification problems use machine 

learning methods based on the traditional bag of words model, sometimes enhanced with 

lexical resources. In recent years, word embedding models have significantly improved 

classification performance due to their ability to capture words' syntactic and semantic 

properties. Unfortunately, these latter models are weak in sentiment classification tasks 

because they are unable to encode sentiment information in the word representation. Indeed, 

two words with opposite polarities can have close word embeddings as they appear together 

in the same context. To overcome this drawback, some studies have proposed refining pre-

trained word embeddings with lexical resources or learning word embeddings using 

training data. However, these models depend on external resources and are complex to 

implement. This work proposes a deep contextual word embeddings model called ELMo 

that inherently captures the sentiment information by providing separate vectors for words 

with opposite polarities. Different variants of our proposed model are compared with a 

benchmark of pre-trained word embeddings models using SVM classifier trained on Drug 

Review Dataset. Experimental results show that ELMo embeddings improve classification 

performance in sentiment analysis tasks on the pharmaceutical domain.  
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1. INTRODUCTION 

 

Pharmacovigilance is an integral part of the health 

surveillance system aimed at assessing the effectiveness and 

side effects of medicines. Drug testing involves the 

interpretation of data collected during clinical trials on 

volunteer patients. However, it is difficult to provide reliable 

results as data is obtained from a small sample of volunteers 

over a limited period [1]. 

The emergence of pharmaceutical-related platforms such as 

blogs and discussion forums has paved the way for people to 

share on the web their opinions and experiences with the 

medicines they take [2]. These consumer opinions feed 

pharmacovigilance systems with clues to help monitor drugs. 

However, unlike data obtained from clinical trials, the data 

collected from the internet is unstructured, and we need to use 

natural language processing (NLP) techniques to leverage this 

data. Sentiment analysis is the most appropriate NLP task for 

analyzing the subjective information in consumer reviews to 

identify the opinion orientation of the text. 

In sentiment analysis, two approaches can be distinguished. 

The lexical-based approach [3] uses a dictionary to assign a 

sentiment value to each word in the document. The machine 

learning-based approach [4] utilizes a classification algorithm 

trained on text corpora. Previous research has revealed that 

machine learning methods deliver the best performance [5]. 

Text representation is a key element that affects the 

performance of machine learning algorithms. The 

straightforward bag of words model (BOW) is by far the most 

widely used to represent textual data. However, this model is 

not perfect because BOW vectors are sparse and have a high 

dimensionality equivalent to the vocabulary size, ignoring the 

semantic links between words [6]. In recent years, word 

embeddings models learned from neural networks like 

Word2vec [7] and GloVe [8] have proven to improve text 

representation by capturing into a dense vector the syntactic 

and semantic information of each word in the vocabulary. As 

a result, words appearing in the same contexts have 

neighboring vectors. 

Unfortunately, conventional word embeddings models fail 

to capture sentiment information conveyed by opinion features 

[9], which means that words with similar vector representation 

may have opposite sentiment orientation, thus reducing 

sentiment classification performance. For instance, consider 

the following review: 

 The vaccine is effective, but I experienced a severe allergic 

reaction. 

In the example above, the words "effective" and "severe" 
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express opposite sentiment polarity, yet they occur together in 

drug reviews and are assigned similar vectors. 

Thus, word embedding models are adjusted to take into 

account the sentiment information ignored by traditional 

models. In this sense, several studies have proposed models to 

simultaneously incorporate syntactic, semantic, and sentiment 

properties into the vector representation of words using two 

main approaches. The first approach leverages labeled data to 

learn embeddings using a supervised neural network [10]. The 

second approach is applied to the pre-trained vectors obtained 

from word embeddings models. The idea being to use a 

sentiment dictionary to refine the pre-trained vector of each 

opinionated word so that it is closer to neighboring words with 

the same sentiment and semantic orientation and further away 

from those with an opposite sentiment polarity [11]. 

However, both approaches suffer from some limitations that 

reduce their performance. Indeed, training word embeddings 

in a supervised manner requires a large amount of labelled data 

which is not sufficiently available in the medical domain [12]. 

In addition, refinement methods use a general lexicon that 

cannot capture the exact meaning of domain-dependent words 

[13]. For instance, in the sentence "I have tested positive for 

COVID-19", the word "positive" expresses a negative 

sentiment, whereas it is labeled positive in the general lexicon. 

Moreover, sentiment dictionaries do not cover the entire 

corpus vocabulary and do not provide entries for informal 

words and abbreviations commonly used to express 

sentiments in the medical domain [14]. 

To overcome these limitations, contextual word 

embeddings such as ELMo [15] and BERT [16] have proven 

to be very effective in managing out of vocabulary and 

polysemous words. These models produce word vectors that 

vary depending on the surrounding context and may better 

capture affective words' sentiment orientation [17]. In this 

paper, we propose different pre-trained ELMo word 

embeddings to train the SVM classifier in sentiment analysis 

task on drug reviews dataset. Results show that combining 

ELMo embeddings pre-trained respectively on general and 

medical domain outperform baseline word representations. 

Our main contributions in this work are as follows: 

 

• We performed various experiments to compare the 

performance of different embeddings in the sentiment analysis 

task on drug reviews. We have shown that ELMo 

representations outperform traditional word embeddings. 

Furthermore, we found that the concatenation of ELMo 

embeddings pre-trained respectively on the general and 

medical domains yield the best performance. 

• We show that dimensionality reduction using the 

principal component analysis (PCA) [18] method slightly 

affects classification performance while substantially 

lowering training time. 

• We demonstrate that the proposed ELMo models, and 

more precisely the concatenation of the general and medical 

domains produces word representations that efficiently learn 

the SVM classifier with short texts and little training data, 

proving that these models are adapted to the drug domain in 

the sentiment analysis task. 

This paper is structured as follows. In part 2, some previous 

work on word representations for the sentiment analysis task 

are reviewed. Our methodology is described in part 3. In part 

4, we present and discuss the experimental results. Finally, 

conclusions are given in part 5. 

 

2. RELATED WORK 

 

For many years, sentiment analysis has been used broadly 

in many domains such as movies, politics, and hotels. 

However, little interest has been shown in the pharmaceutical 

area. In recent studies, researchers have tackled text 

classification tasks in drug reviews by exploring lexicon [19], 

machine learning [20], and role-based approaches [21]. 

In the work [22], the authors experimented with different 

bag-of-words representations (unigrams and ngrams) to 

analyse patients' online comments about the quality of health 

care. They used four machine learning algorithms, namely 

Naïve Bayes multinomial, Bagging, Decision trees, and SVM. 

They found that all these algorithms achieve reasonable 

accuracies. The authors in Ref. [23] performed six machine 

learning algorithms to determine the sentimental orientation of 

tweets about side effects. Results have shown that SVM 

trained with unigram, bigram, and WordNet gives the best 

performance. The Cross-domain sentiment analysis approach 

is proposed by Gräßeret et al. [24] to determine the polarity of 

different aspects (Overall Rating, Effectiveness and side 

effects) in drug reviews. They concluded that performance 

depends on the training domain. A method based on syntactic 

dependency paths to extract and classify aspects from drug 

reviews is proposed in Ref. [25]. The solution shows 

interesting results compared to baseline methods. To remedy 

the poor performance of sentiment classification due to noisy 

data in online reviews, the work described by Asghar et al. [26] 

provides an approach using rule-based classification scheme 

by handling domain specific words, negations, emoticons, and 

modifiers, which help to improve all performance indicators. 

A word embedding model maps a word to a real vector that 

captures syntactic and semantic information so that similar 

words have neighboring vectors. Carrillo-de-Albornoz et al. 

[27] trained an SVM classifier with a manually labeled dataset 

constructed from health-related forums concerning breast 

cancer to classify the sentences of each post into three different 

categories: Opinion, fact, or experience. Testing with several 

types of features, they found that word representations based 

on bag-of-words and word embedding models provide the best 

results. In contrast, domain-specific features such as semantic 

types and UMLS concepts produce modest results. The work 

[28] confirms through different machine learning techniques 

that the combination of sentiment features, lexical features, 

and word embeddings achieves high accuracy on a dataset 

containing patient-authored data. 

The works presented above show the superiority of word 

embeddings over the bag of words model in sentiment 

classification. However, these models are not optimal as they 

fail to capture sentiment information that may result in words 

with opposite polarities having similar vectors. Thus, two 

approaches have emerged to encode sentiment orientation in 

the word representation. 

Maas et al. [29] provided a model that combines an 

unsupervised probabilistic component to learn semantic and 

syntactic properties of words and another component that 

takes advantage of a large annotated dataset to integrate 

sentiment information into the word representation. 

Sentiment-specific word embedding architecture is described 

in Ref. [30]. It uses a global representation based on a 

corruption strategy in conjunction with a local representation 

to capture sentiment and semantic information from words, 

respectively. In the study [31], the authors exploited the SWN 

lexicon to extract medical sentiment features and use them as 
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input to train different machine learning algorithms using 

word embeddings. The results indicate that the Med-SWN 

lexicon outperforms all other types of word embeddings. The 

method suggested by Ye et al. [32] employs an external lexical 

sentiment combined with supervised training data to fine-tune 

pre-trained word vectors using a CNN sentiment classifier. 

The method achieves state-of-the-art performance over four 

benchmark sentiment analysis datasets. In the study detailed 

in Ref. [11]. The authors proposed a model that can improve 

both sentiment embeddings and conventional word 

embeddings. It is based on a sentiment intensity lexicon for 

refining pre-trained word vectors so that they are close to their 

sentimentally similar neighbors and not far from their original 

vectors. A method called RGWE is proposed by Wang et al. 

[33]. It aims to refine the word vectors generated by GloVe 

and Word2Vec by embedding different features like POS and 

sentiment concepts. Their method uses a multi semantics 

sentiment intensity lexicon to provide optimal sentiment 

information that can better represent polysemous words. 

The two approaches mentioned above are penalized by the 

lack of labeled data and the low coverage of the sentiment 

lexicon, especially in the medical domain. Besides, they do not 

handle polysemous words efficiently. 

In recent research, contextual word embeddings are adopted 

to remedy the shortcomings of static models in capturing an 

accurate representation of words, especially contextual 

information such as sentiment. 

In a comparative study [34], contextual word embeddings 

outperformed traditional word embeddings on clinical concept 

extraction tasks. Moreover, embeddings pre-trained on a 

clinical dataset achieve much better performance than those 

pre-trained on an open domain corpus. The study [35] states 

that the clinical named entity recognition can be improved by 

combining ELMo and Flair methods pre-trained on clinical 

data. The work reported in Ref. [36] shows that different 

contextual word embeddings give the best results in three 

classification issues in the health domain.  

We remark that previous work has not sufficiently explored 

contextual embeddings to address sentiment analysis of drug 

reviews. In this work, we demonstrate through a comparative 

study that contextual embeddings improve sentiment 

classification performance in the drug domain. 

 

 

3. METHODOLOGY 

 

Our proposed sentiment classification model consists of two 

main steps. In the first step, after preprocessing all reviews, we 

build word vectors using different pre-trained word 

embeddings. Then, each review is represented in the vector 

space by averaging the embeddings of its constituent words to 

train an SVM classifier in order to predict the sentiment 

polarity of drug reviews. An overview of our sentiment 

classification process is depicted in Figure 1. 

Our baseline work presented by Si et al. [34] proposed 

different pretrained word embeddings representations to 

enhance clinical concept extraction task. The authors aim to 

compare the performance of different word representations in 

four clinical concept extraction tasks. The methodology 

followed consists in using several state-of-the-art word 

embedding techniques, namely: Word2vec, GloVe, fastText, 

ELMo, BERT pre-trained in both the general and medical 

domains to generate word vectors. Then, the generated 

embeddings are fed as input to a biLSTM neural network. The 

bidirectional LSTM is made up of two LSTM networks: one 

that accepts input in a forward direction and the other that 

takes input in the backward direction. When the outputs of the 

two networks are combined, the context surrounding each 

individual word is captured. The biLSTM output is then fed 

into a linear CRF to make predictions based on this improved 

data. The results show significant improvements when word 

embeddings models are pretrained on clinical domain.  

 

 
 

Figure 1. Our sentiment classification process 

 

Our approach aims at extending the models proposed in our 

baseline work in order to achieve better performance in 

sentiment analysis task on the pharmaceutical domain. 

Contextual word embeddings have proven their superiority 

over static methods. Indeed, in our baseline work, the ELMo 

embeddings pre-trained on the MIMIC dataset offers the best 

results in clinical concept extraction tasks. Thus, our proposed 

word representation relies mainly on ELMo as it better 

captures sentiment information and correctly represents out-

of-vocabulary words. The novelty of our approach is to 

experiment with other variants of ELMo embeddings and their 

combinations to improve sentiment classification performance 

on drug reviews. 

 

3.1 Deep Contextualized Word Representations (ELMo) 

 

ELMo is a recent model of word representation introduced 

by AllenNLP [15]. The ELMo model produces different 

embeddings for the same word depending on the context 

where it occurs. Unlike traditional models that use lookup 

tables to generate word embeddings, ELMo relies on a pre-

trained language model. Formally, the goal of language model 

is to assign a probability to every term in a sequence of words 

such as sentences. 

ELMo is based on a language model called biLSTM, which 

combines two LSTMs that process word sequences in both 

forward and backward directions. For each word, the internal 

states calculated from both the forward and backward passes 

are concatenated to produce an intermediate word vector. 

ELMo uses multiple biLSTM layers that are stacked together 

so that the intermediate word vector produced by the bottom 

layer is fed into the next higher layer. This process is repeated 

until the last layer is reached. Thus, in the upper layers, the 

internal states capture the more abstract semantic features such 

as sentiment. The final vector provided as input to downstream 

tasks is a weighted combination of the intermediate vectors 

produced by each biLSTM layer and the input vector in a task-

dependent manner. 

In text classification with CNN, sentences are treated at 
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word level. Thus, misspelled and out-of-vocabulary words are 

not correctly represented. To overcome this problem, ELMo 

uses the character-based CNN approach which processes 

sentences at the character level so that unknown words are 

reduced to extract meaningful features improving 

classification performance. Thus, ELMo feeds the first 

biLSTM layer with word embeddings computed only from 

characters using a character-based CNN helping to handle out-

of-vocabulary and misspelled words. For example, "sickkk" 

and "sick" have similar vectors. The ELMo model architecture 

is shown in Figure 2. 

 

 
 

Figure 2. The ELMo model architecture 

 

3.2 Static word embeddings 

 

We employed two static word embeddings to train the SVM 

classifier to predict sentiment polarity of drug reviews. These 

word representations are detailed below. 

 Word2vec: Word2vec is a word embeddings 

algorithm. It was developed by a Google research team. It is 

based on two-layer neural networks and seeks to learn word 

vectors, so that words that share similar contexts are 

represented by close vectors. Word2vec has two neural 

architectures, called CBOW and Skip-Gram. CBOW receives 

as input the context of a target word, i.e. the terms surrounding 

it in a sentence, and tries to predict the target word. In contrast, 

Skip-Gram takes as input a word and tries to predict its context. 

In both cases, the network is trained by going through the 

provided text and modifying the neural weights to reduce the 

prediction error of the algorithm. 

 GloVe: Unlike Word2vec that depends on the local 

context of words, GloVe is an unsupervised algorithm that 

employs global statistics on word co-occurrence to create 

word embeddings. It combines global matrix factorisation and 

local context window method. The model constructs a large 

matrix of co-occurrence where the rows represent words and 

the columns are contexts. Each matrix element corresponds to 

the frequency of a word in a given context defined by a 

window-size. Then the matrix is factorized by minimizing a 

reconstruction loss to yield a lower-dimensional 

representation, so that each row represents the vector 

representation of each word. 

 

3.3 Pre-trained word embeddings 

 

In our study, we used the following pre-trained models:  

• ELMo, Word2vec and GloVe as trained in [34]. The 

authors used the MIMIC III dataset which is composed of 

about 2 million clinical notes collected from the Intensive Care 

Unit. Word2Vec and Glove generate 300-dimension 

embeddings, whereas ELMo generates 1024-dimension 

embeddings. 

• The original ELMo model [15] is trained on a dataset 

containing a mixture of Wikipedia and online news consisting 

of 5.5B tokens. It generates 1024-dimensional embeddings. 

• BioELMo is a model produced using the Tensorflow 

implementation of ELMo [37]. It is trained on 10 million 

recent abstracts of medical articles collected from pubMed 

providing a word representation adapted to the biomedical 

domain. BioELMo embeddings are of dimension 1024. 

 

3.4 The dataset 

 

The SVM classifier is trained on a dataset of drug reviews 

[24] collected from the drugs.com website. The users' 

feedback towards a drug is expressed as a score between 1 and 

10. The dataset is composed of about 200,000 reviews 

differently distributed according to the scores reported by the 

users, with a clear predominance of reviews with the scores (1, 

2, 9 and 10). 

After sorting reviews by user rating, we manually and 

randomly extracted a 100k balanced dataset between positive 

and negative samples so that reviews with scores in the 

interval (1,4) are assigned the negative class, while reviews 

with scores above 7 are assigned the positive class. We 

consider reviews with scores of 5 and 6 conveying neutral 

sentiment and are not included in our dataset. Moreover, the 

different sentiment intensities are represented in our dataset 

with the distribution detailed in Table 1. At last, we split the 

data between the training and test sets in an 80-20 ratio. 

 

Table 1. Reviews distribution on the whole and the 100k 

datasets according to the sentiment intensity 

 
Sentiment 

intensity 

Number of reviews 

(Whole dataset) 

Number of reviews 

(100k dataset) 

1 28918 25346 

2 9265 9265 

3 8718 8718 

4 6671 6671 

7 12547 12500 

8 25046 12500 

9 36708 12500 

10 68005 12500 

 

3.5 Word embeddings generation 

 

Before generating word embeddings, the textual reviews 

undergo pre-processing operations including tokenisation and 

stop words removal such as punctuation and articles. These 

actions serve to clean up the text data and therefore avoid 

producing noisy word embeddings that degrade classification 

performance. 

ELMo is a language model that predicts the next word given 

a sequence of words such as sentences. To generate 

embeddings, ELMo receives as input sequences of the same 

length. Thus, in our case, we set the size of the reviews to 100 

tokens since most comments are 100 tokens or less. To do this, 

we truncate or pad the text to equal the maximum length. 

The objective of this work is to compare the performance of 

different pre-trained embeddings when used to generate inputs 

for training an SVM classifier in the sentiment classification 

task on the pharmaceutical domain. We use as a baseline the 

embeddings experimented in Ref. [34] on the clinical concept 

extraction task namely Word2vec, GloVe and ELMo pre-

trained in the MIMIC dataset. Then, we enrich our 

comparative study with two ELMo variants: BioELMo and the 
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original ELMo supposed to capture better sentiment 

information if combined together. More details on the pre-

trained embeddings used in our study are presented in Table 2. 

 

Table 2. Details of the pre-trained embeddings used in our 

study 

 
Embeddings Corpus Dimension 

Word2vec MIMIC III 300 

GloVe MIMIC III 300 

ELMo MIMIC III 1024 

Original ELMo Wikipedia + WMT 2008-2012 1024 

BioELMo PubMed 1024 

 

 

4. EXPERIMENTAL RESULTS AND DISCUSSION  

 

In our comparative study, we specifically analysed the 

impact of three parameters on the performance of different 

word embeddings: word embeddings dimensionality, dataset 

size, and word sequence length. We use the F-score to evaluate 

the classification performance, which is the harmonic mean 

between precision and recall. These performance indicators 

are calculated as follows: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

 (1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁

 (2) 

 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 = 2.
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛. 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (3) 

 

where, 

• TP (True Positive): correctly predicted as positive. 

• FP (False Positive): incorrectly predicted as positive. 

• TN (True Negative): correctly predicted as negative. 

• FN (False Negative): incorrectly predicted as negative. 

 

4.1 Impact of embedding dimension 

 

The pre-trained word embeddings are of different 

dimensions, and the vectors resulting from the concatenation 

of two embeddings are high dimensional and cause a long 

training time. To mitigate this failure, many techniques are 

used to lower the dimensionality of the vectors while keeping 

the most important data. Among these techniques, we use PCA 

to evaluate the effect of embeddings dimensionality on 

sentiment classification performance.  

Referring to Figure 3, we remark that the original vector of 

all embeddings performs best with a maximum value of 88.2% 

achieved by Original ELMo and BioELMo concatenation and 

a minimum value of 71.36% achieved by Word2vec (MIMIC). 

Moreover, Word2vec (MIMIC), GloVe (MIMIC), and ELMo 

(MIMIC) perform less well in the sentiment classification task 

compared to the baseline performance recorded in the clinical 

concept extraction task. On the other hand, we observe that the 

reduction of dimensionality leads to a decrease in performance. 

Thus, when the dimensionality of the vectors is reduced and 

remains above 400, the performance decreases by between 

0.59% and 1.89% percentage points. This drop in performance 

becomes more significant with a loss of between 7.51% and 

12.4% percentage points for a dimensionality below 400. 

Regarding the time needed to complete the SVM classifier 

training, we observed the best performing word embeddings 

behavior, i.e., Original ELMo + BioELMo. Hence, we can see 

through Figure 4 that reducing the original vector from 2048 

to 400 dimensions, we save 45% of the training time while 

ensuring relatively stable performances between 87.61% and 

88.2%.  

 

 
 

Figure 3. Performance of different word representations 

when varying the embedding dimension 

 

 
 

Figure 4. Training time of Original ELMo + BioELMo when 

varying the embedding dimension 

 

4.2 Impact of dataset size 

 

 
 

Figure 5. Performance of different word representations 

when varying the dataset size 

 

In our second experiment, we train the SVM classifier with 

different sized datasets extracted from the original dataset 

comprised of 100k reviews. As shown in Figure 5, the 

performance of different embeddings when reducing the 

dataset size indicates that the neural network based word 

embeddings significantly outperform the traditional BOW 
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model, and contextual word embeddings outperform 

traditional embeddings regardless of the dataset size. 

However, once the dataset size drops below 20k, the 

performance decreases at a steeper rate reaching a minimum 

overall average F-score of 67.68% with a standard deviation 

of 2.13 for the bag-of-words model, then a maximum overall 

average F-score of 87.58% with a standard deviation of 0.65 

for the Original ELMo + BioELMo concatenation embeddings. 

 

4.3 Impact of sequence length 

 

In this experiment, drug reviews are represented as 

sequences of words with different sizes ranging from 20 to 100 

tokens. The results presented in Figure 6 show that the 

performance of the bag-of-words model and traditional 

embeddings deteriorates significantly when the sequence 

length is below 50, with respective decreases of around 4 and 

5 percentage points. On the other hand, contextual embeddings 

do better by keeping a good performance even if the sequence 

length is only 30 words. Indeed, ELMo (MIMIC), Original 

ELMo, and BioELMo consistently achieve F-scores above 

74%. Meanwhile, the concatenations Original ELMo + 

BioELMo and Original ELMo + ELMo (MIMIC) and 

BioELMo + ELMo (MIMIC) outperform all other 

representations with an F-score above 79% and a loss of 

almost 2 percentage points at the most. Furthermore, unlike 

the two previous experiments, we see that Original ELMo does 

better than ELMo (MIMIC) as the sequence length decreases. 

 

 
 

Figure 6. Performance of different word representations 

when varying the sequence size 

 

4.4 Combining threshold values of the three parameters  

 

The different experiments we have conducted confirm that 

ELMo embeddings concatenation provides the best 

performance. We identified threshold values for the three 

parameters: (dimension size = 400, dataset size = 20k, 

sequence length = 30), above which the performance remains 

stable and close to its maximum values. We evaluated all 

ELMo embeddings using threshold values of the three 

parameters. As shown in Table 3, we found that ELMo 

performs better than traditional embeddings evaluated with the 

original parameter values. Furthermore, the concatenation of 

ELMo embeddings yields an F-score of over 78%, with an 

apparent decrease in training time from 740 seconds to almost 

80 seconds. 

 

Table 3. F-score and training time of different ELMo 

embeddings using threshold values of parameters 

(Embeddings dimensionality, dataset size and sequence 

length) 

 

Embeddings F-score 
Training time 

(s) 

ELMo (MIMIC) 77.20% 82 

Original ELMo 77.42% 76 

BioELMo 77.32% 74 

BioELMo + ELMo (MIMIC) 78.36% 76 

Original ELMo + ELMo 

(MIMIC) 
80.03% 81 

Original ELMo + BioELMo 80.60% 78 

 

4.5 Discussion 

 

The performance comparison of different word embeddings 

in sentiment classification tasks on the pharmaceutical domain 

shows that contextual embeddings perform better than 

traditional embeddings. This result is due to the fact that 

sentiment information is context-dependent and therefore 

better captured by contextual embeddings. Whereas traditional 

embeddings assign similar vectors to words that appear 

together even if they have opposite polarity, thereby failing to 

capture sentiment information. 

About the impact of embedding dimensionality, we find that 

the PCA method solves the problem of high dimensionality 

affecting contextual embeddings. Hence, despite a decrease in 

performance due to the reduction in dimensionality leading to 

a loss of information contained in word embeddings, the PCA 

method proves its effectiveness since it manages to maintain 

an F-score higher than 80% even when the dimension is 

reduced from 2048 to 400, contributing at the same time to 

reduce the training time. 

Concerning the impact of the dataset size, unlike the bag-

of-words model, ELMo embeddings and traditional 

embeddings are insensitive to the decrease of the dataset size 

and keep relatively stable performances. Indeed, the bag-of-

words model needs many training samples to derive semantic 

similarities between words. In contrast, word embeddings are 

already pre-trained on large corpora and require little training 

data to learn the classifier. This last result shows that by using 

pretrained word embeddings, sentiment classification tasks 

can be tackled with little labelled data. However, when the 

dataset size is below 20k the performance decreases faster. 

This is because the amount of training data is not sufficient for 

the SVM classifier to provide good predictions. 

Regarding the impact of word sequence length, the results 

show that ELMo embeddings manage to capture sentiment 

information in a short context, proving that ELMo is a 

powerful model pre-trained on large corpora suitable for short 

text classification in the pharmaceutical domain. Furthermore, 

we note that ELMo pre-trained on the general domain is better 

than its variant pre-trained on the medical domain in short text 

classification tasks, probably because the first sentences of 

reviews use general vocabulary. 

Finally, among all the ELMo variants we tested, the 

combination of Original ELMo and BioELMo provides the 

best performance, even surpassing the combination of the two 

medical domains: ELMo (MIMIC) and BioELMo, because it 

is based on a vast vocabulary covering both the general and 

medical domains, thus approximating the way people express 

their opinions about drugs. 
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5. CONCLUSIONS

In this work, we conducted the sentiment analysis task on 

drug reviews by addressing the problem faced by traditional 

word representation models to encode sentiment information. 

We evaluated ELMo embeddings pre-trained on both medical 

and general domains compared to previously experimented 

embeddings in clinical concept extraction tasks. We found that 

ELMo embeddings outperform traditional embeddings. The 

best performance comes from the concatenation of the general 

and medical domains. We also show that the proposed ELMo 

models are little affected by dimensionality reduction. 

Moreover, they effectively classify short reviews and are best 

adapted to small training data. 
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