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#### Abstract

In this paper, we propose two algorithms for joint power allocation and bit-loading in multicarrier systems using discrete modulations. The objective is to maximize the data rate under the constraint of a suitable Bit Error Rate per subcarrier. The first algorithm is based on the Lagrangian Relaxation of the discrete optimization problem in order to find an initial solution. A discrete solution is found by bit truncation followed by an iterative modulation adjustment. The second algorithm is based on Discrete Coordinate Ascent framework with iterative modulation increment of one selected subcarrier at each iteration. A simple cost function related to the power increment per bit is used for subcarrier selection. A sub-optimal low complexity Discrete Coordinate Ascent algorithm is proposed that overcome the limitations of the Hughes-Hartogs algorithm. The Lagrangian Relaxation algorithm provides a suboptimal solution for non-coded system using M-QAM modulations, whereas the low complexity Discrete Coordinate Ascent algorithm provides a near optimal solution for coded as well as for non-coded system using an arbitrary modulation set. Numerical results show the efficiency of the proposed algorithms in comparison with traditional methods.


## 1. INTRODUCTION

Emerging wireless systems increasingly require high data rates for various applications. This challenge faces multiple obstacles such as limited channel bandwidth and limited transmission power. Different Quality of Service (QoS) is required depending on the application. For example, voice and video communications tolerate errors more than file transfer [1]. Hence, the need for an efficient transmission system with a high spectral efficiency and controllable QoS is justified. Multicarrier system is widely adopted in many standards [2, 3], such as OFDM due to its robustness against channel fading and its flexible resource allocation.

The problem of maximizing data rate and minimizing transmission power is widely investigated in the literature. Since the objective of data rate maximization is controversial with the objective of total transmission power minimization, research papers followed three directions. The first direction focuses on margin maximization where the primary objective is to reduce the total transmitted power for a given data rate. An adaptive power loading algorithm with uniform bit allocation is proposed for constant data rate [4]. Other works $[5,6]$ proposed bit-loading algorithm with a fixed rate is proposed based on the Gap Approximation [7].

The second direction focuses on rate maximization under a fixed power constraint. Water-Filling (WF) power-allocation solution [8] is the famous example for this direction where the channel capacity is maximized. Adaptive Modulation and Coding (AMC) schemes are used to exploit the channel capacity in order to increase the data rate for a given bit error rate (BER) requirements. An incremental bit loading algorithm is proposed to maximize the data rate under a target mean BER constraint [9]. However, uniform power allocation
for all subcarriers is assumed. Hughes-Hartogs (HH) [10] proposed an iterative algorithm which is referred herein as the HH algorithm. In HH algorithm, the modulation order is incremented for the subcarrier that minimize the marginal incremental power per bit at each iteration until the total power is exhausted. It is asymptotically optimal for large number of subcarriers. However, it cannot be applied for an arbitrary set of modulations. A low complexity variant of the HH algorithm is proposed for a constant BER threshold for all subcarriers [11].

The third direction focuses on finding a trade-off between high data rate and low total transmitted power. The multiobjective optimization problem is transformed by linear combination between bitrate and power objectives. Different solution can be found for different linear coefficients. Works are examples for this type of optimization. In general, this approach suffers from scaling problem between different objective functions [12, 13]. Therefore, there is no clear quantitative measure on how to choose the linear combination coefficients. In addition, convergence problems can be encountered for extreme values of these coefficients.

This paper follows the second direction where the primary goal is to achieve the maximum possible data rate. In practical systems, the absolute achievable data rate is limited by the highest modulation order supported by the system. When the absolute data rate is achieved in good channel conditions, the first direction is taken by minimizing the transmission power as a secondary objective. The main contribution in this paper is the proposal of two algorithms for discrete joint power allocation and bit-loading with comprehensive derivation. The first algorithm presents a comprehensive method with waterfilling analogy for non-coded systems using an arbitrary MQAM modulation set. The second algorithm is a generalization
of the HH algorithm for coded and non-coded systems with an arbitrary modulation set. By pointing to the limitation of the HH algorithm for some constellation sets, we propose a heuristic cost function that overcomes this limitation.

The rest of the paper is organized as follows: In Section 2, the adopted system model is introduced. Then the formulation of the discrete optimization problem is given in Section 3. The two proposed algorithms are then described in Section 4 and Section 5 respectively. After that, a low complexity discrete algorithm is proposed in section 5 . Finally, numerical results are shown in section 7 .

## 2. SYSTEM MODEL

The considered system is a multicarrier system with N independent parallel fading channels. For each subcarrier $i=$ $1,2, \ldots, N$, the transmitter modulates $b_{i}$ bits into a complex symbol $s_{i}$ taken from a constellation $C_{k}$ having $2^{b_{i}}$ symbols and unit average power. $C_{k}$ is selected from a set of complex constellations $\left\{C_{k}: k=0,1, \ldots, K\right\}$ according to an adopted bit-loading strategy. The size of $C_{k}$ is $2^{m_{k}}$ symbols which can carry $m_{k}$ bits. In this paper, we assume that the constellation $C_{0}$ is always included in the set and corresponds to the null constellation with $m_{0}=0$. In addition, we assume that the constellation set is ordered in the increasing order of the number of carried bits with $m_{0}<m_{1}<\cdots<m_{K}$. For example, a possible choice for the constellation set can be $\left\{C_{0}:\right.$ Null, $\left.C_{1}: 4-\mathrm{QAM}, C_{2}: 16-\mathrm{QAM}, C_{3}: 64-\mathrm{QAM}\right\}$. In this example, the number of modulated bits $b_{i}$ takes one of the following values: $\left\{m_{0}=0, m_{1}=2, m_{2}=4, m_{3}=6\right\}$. The index k of the selected constellation is called herein the modulation index. The modulated symbol $s_{i}$ is multiplied by a power factor $\sqrt{p_{i}}$ before being transmitted over subcarrier i.

The received signal $r_{i}$ on subcarrier i is modeled as

$$
\begin{equation*}
r_{i}=g_{i} \sqrt{p_{i}} s_{i}+w_{i} ; \quad i=1, \ldots, N \tag{1}
\end{equation*}
$$

where, $g_{i}$ is the complex channel gain, and $w_{i}$ is an Additive White Gaussian Noise (AWGN) with power of $\sigma_{n}^{2}$. The received signal to noise ratio $S N R_{i}$ on subcarrier i is given by

$$
\begin{equation*}
\mathrm{SNR}_{i}=p_{i} \frac{\left|g_{i}\right|^{2}}{\sigma_{n}^{2}}=p_{i} \gamma_{i} \tag{2}
\end{equation*}
$$

where, $\gamma_{i} \equiv\left|g_{i}\right|^{2} / \sigma_{n}^{2}$.

## 3. PROBLEM FORMULATION

The objective in this paper is to maximize total data throughput in a multicarrier system using a discrete modulation set with a limited total power budget $P_{\max }$ under the constraint of a given QoS per subcarrier. In other words, the objective is to maximize the spectral efficiency in the system by sending the maximum number of bits per transmission with the lowest possible power that guarantees the required QoS. The QoS constraint is expressed by a given bit error rate threshold $\mathrm{BER}_{i, t h}$ per subcarrier.

The optimization problem can be formulated as

$$
\begin{equation*}
\underset{b_{i}, p_{i}}{\operatorname{Maximize}} B_{T} \equiv \sum_{i=1}^{N} b_{i} \tag{3}
\end{equation*}
$$

Subject to

$$
\begin{aligned}
& \mathrm{BER}_{i} \leq \mathrm{BER}_{t h, i}, i=1, \ldots, N \\
& P_{T} \equiv \sum_{i=1}^{N} p_{i} \leq P_{\max } ; \\
& p_{i} \geq 0 ; i=1, \ldots, N ; \\
& b_{i} \in \mathcal{M}=\left\{m_{0}, m_{1}, \ldots, m_{K}\right\}
\end{aligned}
$$

where, $\mathrm{BER}_{i}$ is the BER for subcarrier i , and $\mathcal{M}$ is the set of possible transmitted bits per symbol. This is a discrete optimization problem with inequality constraints. A possible approach to solve this problem is to relax the last constraint in (3) related to $b_{i}$ values by allowing $b_{i}$ to take real positive values in order to use Lagrange multipliers method to find an initial solution [13]. The initial founded solution for $b_{i}$ by Lagrangian relaxation (LR) is then rounded to nearest integers with additional heuristic readjustments steps which are applied on the optimization variables $b_{i}$ and $p_{i}$. This is the adopted approach for the first proposed algorithm in the next section, we propose a near optimal, yet simple algorithm that removes all the previous disadvantages of the LR approach.

### 3.1 Lagrangian relaxation

Relaxing the last constraint in (3) on the number of loaded bits by allowing $b_{i}$ to take real values, this constraint becomes

$$
\begin{equation*}
0 \leq b_{i} \leq b_{i, \max } \tag{4}
\end{equation*}
$$

where, $b_{i, \max }$ is the maximum allowable loaded bits on carrier i.

For M-QAM modulation, BER for subcarrier i can be approximated as in [4],

$$
\begin{equation*}
\operatorname{BER}_{i}\left(b_{i}, p_{i}, \gamma_{i}\right) \approx 0.2 \exp \left(-\frac{1.6 p_{i} \gamma_{i}}{2^{b_{i}}-1}\right) \tag{5}
\end{equation*}
$$

This approximation is tight within 1 dB for $\mathrm{BER} \leq 10^{-3}$. The required power to achieve the target bit error rate $\mathrm{BER}_{i, t h}$ must be greater than a specific threshold [13, 14]

$$
\begin{gather*}
p_{i} \geq-\ln \left(5 \times \mathrm{BER}_{i, t h}\right) \frac{2^{b_{i}}-1}{1.6 \gamma_{i}}=P_{t h, i}  \tag{6}\\
P_{t h, i} \equiv\left(2^{b_{i}}-1\right) \frac{\alpha_{i}}{\gamma_{i}} \tag{7}
\end{gather*}
$$

where, $\alpha$ is defined as $\alpha_{i} \equiv-\ln \left(5 \times \mathrm{BER}_{i, t h}\right) / 1.6$.
In addition, the BER constraint can be replaced with the following constraint

$$
\begin{equation*}
P_{t h, i}-p_{i} \leq 0 \tag{8}
\end{equation*}
$$

The new optimization problem can be formulated as

$$
\begin{equation*}
\underset{b_{i}, p_{i}}{\operatorname{Maximize}} B_{T} \equiv \sum_{i=1}^{N} b_{i} \tag{9}
\end{equation*}
$$

Subject to

$$
P_{t h, i}-p_{i} \leq 0 ; i=1, \ldots, N ;
$$

$P_{T} \equiv \sum_{i=1}^{N} p_{i} \leq P_{\max } ;$
$p_{i} \geq 0 ; i=1, \ldots, N$;
$0 \leq b_{i} \leq b_{i, \max } ; i=1, \ldots, N ;$
The objective function in (9) is a convex and the problem can be solved using Lagrange multipliers method. By
transforming inequality constraints in (9) into equality constraints by using slack variables, the Lagrange function can be expressed as

$$
\begin{align*}
& \mathcal{L}(\mathbf{b}, \mathbf{p}, \lambda, \boldsymbol{\Theta}, \boldsymbol{\Omega}, x, \boldsymbol{y}, \mathbf{z}) \\
&=\sum_{i=1}^{N} b_{i} \\
&-\lambda\left(\sum_{i=1}^{N} p_{i}-P_{\max }+x^{2}\right)  \tag{10}\\
&-\sum_{i=1}^{N} \theta_{i}\left(\left(2^{b_{i}}-1\right) \frac{\alpha_{i}}{\gamma_{i}}-p_{i}+y_{i}^{2}\right) \\
&-\sum_{i=1}^{N} \omega_{i}\left(b_{i}-b_{i, \max }+z_{i}^{2}\right)
\end{align*}
$$

where, $\quad \mathbf{b}=\left[b_{1}, \ldots, b_{N}\right]^{T} \quad, \quad \mathbf{p}=\left[p_{1}, \ldots, p_{N}\right]^{T}$ are the optimization variables, $\boldsymbol{\lambda}$ is a constant, $\boldsymbol{\Theta}=\left[\theta_{1}, \ldots, \theta_{N}\right]^{T}, \boldsymbol{\Omega}=$ $\left[\Omega_{1}, \ldots, \Omega_{N}\right]^{T}$ are the multipliers variables, x represents the non-used power, $\boldsymbol{y}=\left[y_{1}, \ldots, y_{N}\right]^{T}, \boldsymbol{z}=\left[z_{1}, \ldots, z_{N}\right]^{T}$ are the slack variables which are squared to ensure non-negative slack values.

A stationary point can be found by solving

$$
\begin{equation*}
\nabla \mathcal{L}(\mathbf{b}, \mathbf{p}, \lambda, \boldsymbol{\Theta}, \boldsymbol{\Omega}, x, y, z)=0 \tag{11}
\end{equation*}
$$

which leads to the following equations

$$
\begin{gather*}
\frac{\partial \mathcal{L}}{\partial b_{i}}=1-\Omega_{i}-\ln (2) \theta_{i} \frac{\alpha_{i}}{\gamma_{i}} 2^{b_{i}}=0  \tag{12a}\\
\frac{\partial \mathcal{L}}{\partial p_{i}}=-\lambda+\theta_{i}=0  \tag{12b}\\
\frac{\partial \mathcal{L}}{\partial \lambda}=-\left(\sum_{i=1}^{N} p_{i}-P_{\max }+x^{2}\right)=0  \tag{12c}\\
\frac{\partial \mathcal{L}}{\partial \theta_{i}}=-\left(P_{t h, i}-p_{i}+y_{i}^{2}\right)=0  \tag{12d}\\
\frac{\partial \mathcal{L}}{\partial \Omega_{i}}=-\left(b_{i}-b_{i, m a x}+z_{i}^{2}\right)=0  \tag{12e}\\
\frac{\partial \mathcal{L}}{\partial x}=-2 x \lambda=0  \tag{12f}\\
\frac{\partial \mathcal{L}}{\partial y_{i}}=-2 \theta_{i} y_{i}=0  \tag{12~g}\\
\frac{\partial \mathcal{L}}{\partial z_{i}}=-2 \Omega_{i} z_{i}=0 \tag{12h}
\end{gather*}
$$

Eqns. (12a)-(12h) form $6 \mathrm{~N}+2$ equation with $6 \mathrm{~N}+2$ unknowns. The solutions of these equations can be determined by distinguishing two cases starting from resolving the Eq. (12f).

### 3.1.1 Case-1: Active Total Power Constraint

When $\lambda>0$ and $x=0$, the total power constraint is called active or binding constraint. This corresponds to the allocation
of the whole available power $P_{\max }$. From (12b), we have $\theta_{i}=$ $\lambda$. By substituting this value in (12a), we get

$$
\begin{equation*}
\Omega_{i}=1-\ln (2) \lambda \frac{\alpha}{\gamma_{i}} 2^{b_{i}} \tag{13}
\end{equation*}
$$

Since $\lambda>0$, meaning that $\theta_{i}>0$, which leads from ( 12 g ) to $y_{i}=0$. By substituting the value of $y_{i}$ in (12d), allocated powers become related to loaded bits after using the definition of $P_{t h, i}$ in (7) by

$$
\begin{equation*}
p_{i}=P_{t h, i}=\left(2^{b_{i}}-1\right) \frac{\alpha_{i}}{\gamma_{i}} \tag{14}
\end{equation*}
$$

For convenience, and to simplify notations in the remaining analysis, a new variable $\eta$ is defined as

$$
\begin{equation*}
\eta \equiv \frac{1}{\ln (2) \lambda} \tag{15}
\end{equation*}
$$

From (12h), two subcases are discussed depending on the values of $\Omega_{i}$.

When $\Omega_{i}=0$ and $z_{i}>0$, i.e subcarrier i is not maximally loaded ( $b_{i}<b_{i, \max }$ ), the solution of the optimization problem can be deduced from (14) and (16) as

$$
\begin{gather*}
b_{i}^{*}=\log _{2}\left(\eta \times \frac{\gamma_{i}}{\alpha_{i}}\right)  \tag{16}\\
p_{i}^{*}=\eta-\frac{\alpha_{i}}{\gamma_{i}} \tag{17}
\end{gather*}
$$

where, $\eta \equiv \frac{1}{\ln (2) \lambda}$. This a valid solution if $0 \leq b_{i}<b_{i, \max }$, which gives the following validity interval on the values of $\frac{\alpha_{i}}{\gamma_{i}}$.

$$
\begin{equation*}
\frac{\eta}{2^{b_{i, \max }}}<\frac{\alpha_{i}}{\gamma_{i}} \leq \eta \tag{18}
\end{equation*}
$$

- For $\frac{\alpha_{i}}{\gamma_{i}}>\eta$, the only valid solution is $b_{i}^{*}=0$, and $p_{i}^{*}=0$.
When $\Omega_{i} \geq 0$ and $z_{i}=0$, i.e the subcarrier i is maximally loaded ( $b_{i}=b_{i, \max }$ ), the corresponding power allocation is given by (14), Thus the optimal solution in this case is given by

$$
\begin{gather*}
b_{i}^{*}=b_{i, \max }  \tag{19}\\
p_{i}^{*}=\left(2^{\left.b_{i, \max }-1\right)} \frac{\alpha_{i}}{\gamma_{i}}\right. \tag{20}
\end{gather*}
$$

Which is valid for

$$
\begin{equation*}
\frac{\alpha_{i}}{\gamma_{i}} \leq \frac{\eta}{2^{b_{i, \max }}} \tag{21}
\end{equation*}
$$

Finally, by reassembling the previous results, the optimal solution in the case of active power constraint is given for each subcarrier as follows

- For $\frac{\alpha_{i}}{\gamma_{i}}>\eta$ (inactive subcarriers)

$$
\begin{equation*}
b_{i}^{*}=0 \tag{22}
\end{equation*}
$$

$$
\begin{equation*}
p_{i}^{*}=0 \tag{23}
\end{equation*}
$$

- For $\frac{\eta}{2^{b_{i, m a x}}}<\frac{\alpha_{i}}{\gamma_{i}} \leq \eta$ (partially loaded subcarriers)

$$
\begin{gather*}
b_{i}^{*}=\log _{2}\left(\eta \times \frac{\gamma_{i}}{\alpha_{i}}\right)  \tag{24}\\
p_{i}^{*}=\eta-\frac{\alpha_{i}}{\gamma_{i}} \tag{25}
\end{gather*}
$$

For $\frac{\alpha_{i}}{\gamma_{i}} \leq \frac{\eta}{2^{b_{i, \text { max }}}}$ (fully loaded subcarriers)

$$
\begin{gather*}
b_{i}^{*}=b_{i, \max }  \tag{26}\\
p_{i}^{*}=\left(2^{b_{i, \max }}-1\right) \frac{\alpha_{i}}{\gamma_{i}} \tag{27}
\end{gather*}
$$

As it will be seen in the next subsection, the parameters $\eta$ represents a threshold value, which can be calculated from the active power constraint using an iterative algorithm.

### 3.1.2 Case-2: Inactive Total Power Constraint

This is the case when $\lambda=0$ and $x \geq 0$. This means that the used power is less than $P_{\max }$. From (12b) we have $\theta_{i}=0$ for all subcarriers. By substituting $\theta_{i}$ in (12a), we get $\Omega_{i}=1$. Again, by substituting $\Omega_{i}$ in (12h), we get $z_{i}=0$, meaning that all subcarriers are maximally loaded and a power margin $x^{2}$ is available. In this case, we have an infinity number of solutions with different values for slack variables $x$ and $y_{i}$. The solution with the minimum total power is the same as given by (24) and (25).

For applications with a constant total power, the remaining power margin can be distributed on subcarriers in order to reduce BER on some selected subcarriers or to enhance the SNR on all subcarriers by the same factor. In the former, the power allocation per subcarrier can be increased by a specific ratio $\varepsilon$

$$
\begin{equation*}
p_{i}=P_{t h, i}+\varepsilon P_{t h, i} \tag{28}
\end{equation*}
$$

The value of $\varepsilon$ can be determined in order to have a total allocated power equal to $P_{\max }$ by

$$
\begin{equation*}
\varepsilon=\frac{P_{\max }-\sum_{i=1}^{N} P_{t h, i}}{\sum_{i=1}^{N} P_{t h, i}} . \tag{29}
\end{equation*}
$$

It can be easily verified that the total power is $P_{\max }$, and the SNR enhancement factor is $(1+\varepsilon)$, However this does not guarantee equal BER over all subcarriers. A more sophisticated solution can be established for this purpose, but this is out the scope of this paper.

### 3.2 Analogy with water-filling principle

The obtained results are similar to the water filling algorithm with an additional constraint on maximum bit load. Figure 1 illustrates the water filling principle with unbounded bit load where subcarriers are reordered in the increasing value of $\alpha_{i} / \gamma_{i}$. Figure 2 shows the water-filling principle with an arbitrary bounded bit load for each subcarrier. Bounding the bit load on a subcarrier, and consequently the allocated power, will increase the threshold level in comparison with the unbounded case. The increased threshold results in an
increased power allocation for other subcarriers. This may result in loading new subcarriers, which are not loaded in the unbounded case as it can be seen for subcarrier 7 on the same figure.


Figure 1. Water-Filling with unbounded bit load


Figure 2. Water-Filling with bounded bit load

### 3.3 Threshold value $\boldsymbol{\eta}$

As mentioned before, the threshold value can be calculated from the total power constraint

$$
\begin{equation*}
\sum_{i=1}^{N} p_{i}=P_{\max } \tag{30}
\end{equation*}
$$

Let $\mathcal{S}_{1}$ the set of subcarriers with $b_{i}=b_{i, \max }$, and let $\mathcal{S}_{2}$ the set of subcarriers with $0<b_{i}<b_{i, \max }$. The total power constraint can be rewritten as

$$
\begin{equation*}
\sum_{i \in \mathcal{S}_{1}}\left(2^{\left.b_{i, \max }-1\right)} \frac{\alpha_{i}}{\gamma_{i}}+\sum_{i \in \mathcal{S}_{2}}\left(\eta-\frac{\alpha_{i}}{\gamma_{i}}\right)=P_{\max }\right. \tag{31}
\end{equation*}
$$

From (30), the threshold $\eta$ is given by

$$
\begin{equation*}
\eta=\frac{1}{N_{2}}\left(P_{\max }-\sum_{i \in \mathcal{S}_{1}}\left(2^{b_{i, \max }}-1\right) \frac{\alpha_{i}}{\gamma_{i}}+\sum_{i \in \mathcal{S}_{2}} \frac{\alpha}{\gamma_{i}}\right) \tag{32}
\end{equation*}
$$

where, $N_{2}$ is the cardinality of $\mathcal{S}_{2}$.
Inspired from the analogy with water filling principle presented in the previous subsection, the proposed algorithm to determine $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ works in two scans over subcarriers. The first scan operates in the same manner as a classical water filling algorithm with unbounded bit load in order to find an initial set of loaded subcarriers. The corresponding threshold value $\eta_{1}$ is a lower bound for the final threshold. The second scan applies the bounding constraint on the bit load for each subcarrier in the increasing order of power bound. The obtained excess of power resulting from a single bounding operation is used to update the bit load and power-allocation
for other remaining subcarriers. This operation continues until the upper bound is above the threshold value.

Instead of using rounding operation on real bit load to the nearest integers in the set $\mathcal{M}$, a truncation operation is performed to the lower integers in $\mathcal{M}$ and reducing the allocated power accordingly

$$
\begin{gather*}
b_{i}^{*}=\left[\log _{2}\left(\eta \times \frac{\gamma_{i}}{\alpha_{i}}\right)\right]_{\mathcal{M}}  \tag{33}\\
p_{i}^{*}=\left(2^{b_{i}}-1\right) \frac{\alpha_{i}}{\gamma_{i}} \tag{34}
\end{gather*}
$$

with $[.]_{\mathcal{M}}$ denoting the truncation operation to the lower integer in $\mathcal{M}$. Finally, the residual power resulting from the truncation operation is used to increase the modulation index of subcarriers in an iterative manner. At each iteration, the modulation index of a selected subcarrier is increased by one. The selection criterion is based on the minimization of which is inspired from the discrete solution presented in Section 5 and given by

$$
C_{i}\left(k_{i}\right)=\left\{\begin{array}{cl}
P_{t h, i}\left(k_{i}+1\right), & k_{i}<k_{i, \max }  \tag{35}\\
\infty, & k_{i}=k_{i, \max }
\end{array}\right.
$$

where, $P_{t h, i}\left(k_{i}+1\right)=\left(2^{m_{k_{i}+1}}-1\right) \frac{\alpha_{i}}{\gamma_{i}}$.
The iterative operation continues until the total power reaches $P_{\max }$ or all carrier are maximally loaded. The iterative algorithm will be discussed in details in Section 5. The proposed algorithm is given as follows.

```
Algorithm 1. LR algorithm
    INPUT \(P_{\text {max }}, \alpha_{i} / \gamma_{i}, b_{i, \max }\)
    Initialize
    \(m=N, S=\sum_{i=1}^{m} \alpha_{i} / \gamma_{i}, \mathcal{S}_{1}=\{\varnothing\}, \mathcal{S}_{2}=\{1, \ldots, N\}\)
    Sort \(\alpha_{i} / \gamma_{i}\) in the increasing order
    Calculate \(\eta=\left(P_{\max }+S\right) / m\)
    while \(\alpha_{m} / \gamma_{m}>\eta\) do
            \(S=S-\alpha_{m} / \gamma_{m}\),
            Remove \(m\) from \(\mathcal{S}_{2}\)
            \(m=m-1\)
            Update \(\eta=\left(P_{\max }+S\right) / m\)
        end while
        Sort of \(2^{b_{i, \max }} \alpha_{i} / \gamma_{i}\) in the increasing order and save
        indices in a vector I
        Initialize \(j=1, P=P_{\max }, i=\mathbf{I}(j)\)
        while \(2^{b_{i, \max }} \alpha_{i} / \gamma_{i}<\eta\) do
            \(P=P-\left(2^{b_{i, \text { max }}}-1\right) \alpha_{i} / \gamma_{i}\)
            \(S=S-\alpha_{i} / \gamma_{i}\)
            Move \(i\) from \(\mathcal{S}_{2}\) to \(\mathcal{S}_{1}\)
            Update \(\eta=(P+S) /(m-j)\)
            while \(\alpha_{m+1} / \gamma_{m+1}<\eta\) then
                    \(m=m+1\)
                    \(S=S+\alpha_{m} / \gamma_{m}\)
                    Add \(m\) to \(\mathcal{S}_{2}\)
                Update \(\eta=(P+S) /(m-j)\)
            end while
            \(j=j+1\)
            \(i=\mathbf{I}(j)\)
        end while
        For \(\mathcal{S}_{1}\) calculate \(b_{i}^{*}, p_{i}^{*}\) from (23) and (24)
        respectively.
```

28: For $\mathcal{S}_{2}$ calculate $b_{i}^{*}, p_{i}^{*}$ from (20) and respectively.
29 Increment iteratively modulation indices in $\mathcal{S}_{2}$ using the cost function (35) until $P_{\max }$ or all carrier are maximally loaded
30: OUTPUT $b_{i}^{*}, p_{i}^{*}$


Figure 3. Power-allocation and bit-loading at different stages in the LR algorithm

Figure 3 shows and example of the obtained power allocation and bit-loading at each stage of the LR algorithm for $\mathrm{N}=128$ subcarriers. The complexity of the LR algorithm without the last adjustment performed after bit truncation is $\mathcal{O}(N \log (N))$ [14], due to the sorting operation in steps 3 and 11. The complexity of the last adjustment operation will be analyzed in the next Section.

The LR approach leads in general to a suboptimal solution and has some disadvantages:

A unified closed form expression for $\mathrm{BER}_{i}$ (for all possible modulation schemes) is required to solve the problem. Resorting to some approximations is required in order to simplify the analytical derivation. Thus, it is limited to noncoded systems.
The rounding operation does not necessarily lead to an optimal discrete solution. The situation becomes worse when not using a greedy modulation set, i.e. the difference of loaded bits between two consecutive modulations is more than one bit.
In the next section, a direct discrete solution using linear programming for the optimization problem (3) is presented. The proposed solution overcomes the previous limitations of the Langrangian approach with a comparable complexity.

## 4. DISCRETE COORDINATE ASCENT

The principle of the discrete algorithm is to sequentially distribute bits on subcarriers with the lowest possible consumed power per bit until the total power threshold $P_{\max }$ is reached or all carriers are maximally loaded. A power cost is associated with each transmitted bit. If transmitted bits are allocated in the increasing power cost, the obtained solution is asymptotically optimal for a large number of subcarriers. Starting from the null state where no subcarrier is loaded, the allocation is performed by gradually increasing the modulation index of subcarriers in a specific order as shown by the
following analysis.
For a given subcarrier i with modulation index $k_{i} \in$ $\{1, \ldots, K\}$, the BER performance is function of received SNR, i.e.

$$
\begin{equation*}
B E R_{i}=f_{k_{i}}\left(S N R_{i}\right) \tag{36}
\end{equation*}
$$

where, $f_{k_{i}}$ is usually a waterfall shaped monotonically decreasing function, which depends on the selected constellation $C_{k_{i}}$. The SNR threshold to achieve the target $\mathrm{BER}_{i, \text { th }}$ is given by

$$
\begin{equation*}
S N R_{t h, i}\left(k_{i}\right)=f_{k_{i}}^{-1}\left(B E R_{t h, i}\right) \tag{37}
\end{equation*}
$$

From (33) and (2), the minimum required power to achieve (with equality) the target $\mathrm{BER}_{i, t h}$ for a given modulation index $k_{i}$ is

$$
\begin{equation*}
p_{i}\left(k_{i}\right)=P_{t h, i}\left(k_{i}\right)=S N R_{t h, i}\left(k_{i}\right) / \gamma_{i} \tag{38}
\end{equation*}
$$

with the assumption $P_{t h, i}(0)=\operatorname{SNR}_{t h, i}(0)=0$ for the null modulation $\left(k_{i}=0\right)$, i.e. when a subcarrier is not loaded. When increasing modulation index of a subcarrier $i$ by one, the number of loaded bits increase by

$$
\begin{equation*}
\Delta b_{i}\left(k_{i}\right)=m_{k_{i}+1}-m_{k_{i}}, k_{i}<k_{i, \max } \tag{39}
\end{equation*}
$$

In order to keep the BER at the target level, the allocated power is increased by

$$
\begin{equation*}
\Delta p_{i}\left(k_{i}\right)=P_{t h, i}\left(k_{i}+1\right)-P_{t h, i}\left(k_{i}\right), k_{i}<k_{i, \max } \tag{40}
\end{equation*}
$$

The cost in term of power for each of the additional $\Delta b_{i}$ bits is then

$$
C_{i}\left(k_{i}\right)=\left\{\begin{array}{cc}
\frac{\Delta p_{i}\left(k_{i}\right)}{\Delta b_{i}\left(k_{i}\right),} & k_{i}<k_{i, \max }  \tag{41}\\
\infty, & k_{i}=k_{i, \max }
\end{array}\right.
$$

where,

$$
\frac{\Delta p_{i}\left(k_{i}\right)}{\Delta b_{i}\left(k_{i}\right)}=\frac{1}{\gamma_{i}} \frac{\operatorname{SNR}_{t h, i}\left(k_{i}+1\right)-\mathrm{SNR}_{t h, i}\left(k_{i}\right)}{m_{k_{i}+1}-m_{k_{i}}}
$$

Minimizing the cost function means the maximization of data rate profit per power unit. Let $\mathbf{k}=\left[k_{1}, k_{2}, \ldots, k_{N}\right]^{T} \in$ $\{0,1, \ldots, K\}^{N}$ be the modulation indices for all subcarriers. The optimization problem (3) can be rewritten as an optimization problem with respect to the vector $\mathbf{k}$ as

$$
\begin{equation*}
\underset{k_{i}}{\operatorname{Maximize}}\left(B_{T}=\sum_{i=1}^{N} m_{k_{i}}\right) \tag{42}
\end{equation*}
$$

Subject to

$$
\begin{aligned}
& \sum_{i=1}^{N} P_{t h, i}\left(k_{i}\right) \leq P_{\max } \\
& k_{i} \leq k_{i, \max }
\end{aligned}
$$

This is a discrete linear programming problem. In linear programming, it is well known that the optimum value of a concave (or convex) function is always attained on the
boundary of the constraint set [15].
The proposed approach to solve this problem is based on the Coordinate Ascent (CA) framework where only one selected coordinate is stepped toward the optimum. The stepping strategy is performed by line search method where the maximization function is always increased at each iteration $t$, i.e. $B_{T}^{(t)}>B_{T}^{(t-1)}$.

Initially, all subcarriers are not loaded. At each subsequent iteration, the modulation index for a selected subcarrier is increased by one. The criterion for coordinate (subcarrier) selection is based on cost minimization. The selected subcarrier is given by

$$
\begin{equation*}
i=\underset{1 \leq j \leq N}{\arg \min } \mathrm{C}_{j}\left(k_{j}\right) \tag{43}
\end{equation*}
$$

Iterations continue until reaching the stopping condition defined by the power constraint or the maximum bit-load. This procedure allows for continuously increasing the bitrate in the feasible set while being away from borders as far as possible. The corresponding algorithm is given as follows

```
Algorithm 2. Discrete Coordinate Ascent (DCA) algorithm
    INPUT \(P_{\text {max }}, \gamma_{i}, k_{i, \max }, \mathrm{BER}_{t h, i}, \mathcal{M}\)
    initialize \(k_{i}=0, p_{i}=0\),
    Calculate \(C_{i}, i=0, \ldots, N\) using (41)
        repeat
            Select coordinate \(i\) according to (43)
            if \(P_{T}+\Delta p_{i}\left(k_{i}\right) \leq P_{\max }\) then
                \(P_{T}=P_{T}+\Delta p_{i}\left(k_{i}\right)\)
                \(k_{i}=k_{i}+1\)
                Update \(C_{i}\) using (41)
            end if
        until \(P_{\text {max }}\) is reached or all subcarriers are maximally
        loaded 2
        Calculate \(p_{i}\left(k_{i}\right)\) using (38)
        OUTPUT \(k_{i}, p_{i}\)
```

The advantage of the Discrete Coordinate Ascent (DCA) in comparison with the LR that only SNR thresholds at the desired BER values are needed. This allows the use of DCA algorithm for coded systems as well as for non-codes systems. In addition, no approximation or rounding is performed. It is asymptotically optimal for large number of subcarriers. Suboptimality may occur only in the last few iterations just before reaching $P_{\max }$. For example, if in the last iteration, there is a subcarrier $j$ other than the select subcarrier $i$ with $\Delta b_{j}\left(k_{j}\right)>$ $\Delta b_{i}\left(k_{i}\right)$ such that $P_{T}+\Delta p_{j}\left(k_{j}\right) \leq P_{\max }$, the selection of the subcarrier j leads to a better data rate while satisfying the power constraint. In other words, the subcarrier j fills the remaining power gap to $P_{\max }$ without being the more efficient in term profit. However, this has a minor effect on the overall throughput performance.

It is worth to note that the cost function given in (41) is the same cost function proposed in [10]. Consequently, the DCA algorithm leads to same solution as in HH algorithm. The previous derivation presents a comprehensive analysis for the HH method, which was proposed for a specific set of M-QAM modulations. In Section 6, we generalize the HH algorithm for an arbitrary modulation set by mean of a modified cost function.

## 5. LOW COMPLEXITY DISCRETE COORDINATE ASCENT (LC-DCA) ALGORITHM

In the DCA algorithm, the maximum number of iterations is $K N$. The complexity in each iteration is $\mathcal{O}(N)$ due to step 4 that searches for the best stepped subcarrier. Thus, the overall complexity of DCA is $\mathcal{O}\left(K N^{2}\right)$.

A low complexity variant of the DCA algorithm can be implemented when the cost function $\mathrm{C}_{i}\left(k_{i}\right)$ for a given subcarriers is an increasing function with $k_{i}=0, \ldots, K$. Instead of searching for subcarrier that minimizes the cost function at each iteration, all values of $\mathrm{C}_{i}\left(k_{i}\right)$ for $i=0, \ldots, N$ and $k_{i}=0, \ldots, K-1$ are pre-calculated and sorted in the increasing order. The corresponding indices $\left(i, k_{i}\right)$ are saved.

The strict monotonicity per subcarrier guarantees that the modulation index is sequentially increased by one for each subcarrier so that ( $i, k_{i}$ ) precedes ( $i, k_{i}+1$ ) after ordering. This is necessary because the cost function in (43) is defined for a single increment. Thus, the sequence of subcarrier indices at subsequent iterations in the DCA algorithm becomes identical to the sequence of subcarrier indices of the ordered values of the cost function. Using this alternative for subcarrier selection, the complexity of the DCA algorithm reduces to $\mathcal{O}(K N \log (N))$ [14] which is the complexity of the ordering operation of N vectors each contains K ordered values. This is the main idea in the HH algorithm and there are some works that confuse it with the DCA algorithm when speaking about its complexity $[16,17]$.

The HH algorithm in [10] is proposed for the M-QAM modulation set with $\mathcal{M}_{1}=\{0,2,4,5,6,8\}$. The cost function is calculated based on the asymptotic BER performance (free distance between the constellation points). For unit free distance, the average power of M-QAM constellations is $P_{Q A M}=\{2,6,10,20,42,82,170\}$ for $\mathcal{M}=$ $\{2,3,4,5,6,7,8\}$. This leads for $\mathcal{M}_{1}$ to $\mathrm{C}_{i}=$ $P_{t h, i}(2)\{0.5,2,5,11,32\}$ which is monotone with the modulation index. However, adding the 8-QAM modulation in $\mathcal{M}_{1}$ results in a violation the strict monotonicity property of the cost function which becomes $\mathrm{C}_{i}=$ $P_{t h, i}(2)\{0.5,2,2,5,11,32\}$. In addition, the proposed set does not verify the monotonicity property for precise SNR threshold values.

Table 1 gives the values of $\mathrm{SNR}_{\text {th }}$ obtained by simulation for various $\mathrm{M}-\mathrm{QAM}$ modulations using Gray mapping at different levels of $\mathrm{BER}_{t h}$. The SNR thresholds for a coded system using the convolutional code (CC) with the generator polynomial $(171,131)$ are also reported where Viterbi algorithm was used for decoding with hard decision. It can be easily verified that for the complete M-QAM set $\{0,2,3,4,5,6,7,8\}$ the monotonicity property does not hold for a non-coded system.

Table 1. $\mathrm{SNR}_{\mathrm{th}}(\mathrm{dB})$ for M-QAM modulations with Gray mapping, for non-coded and coded system using CC(171,131)

|  | Non-coded |  |  | $\mathbf{C C}(\mathbf{1 7 1 , 1 3 1 )}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{B E R}_{\boldsymbol{t} \boldsymbol{h} \rightarrow} \rightarrow$ | $\mathbf{1 0}^{-\mathbf{3}}$ | $\mathbf{1 0}^{-\mathbf{4}}$ | $\mathbf{1 0}^{-\mathbf{5}}$ | $\mathbf{1 0}^{-\mathbf{3}}$ | $\mathbf{1 0}^{-\mathbf{4}}$ | $\mathbf{1 0}^{-\mathbf{5}}$ |
| 4-QAM | 9.8 | 11.4 | 12.6 | 4.9 | 5.9 | 6.9 |
| 8-QAM | 14.4 | 16.0 | 17.3 | 9.4 | 10.2 | 11.0 |
| 16-QAM | 16.6 | 18.3 | 19.5 | 11.1 | 12.1 | 12.8 |
| 32-QAM | 19.6 | 21.2 | 22.4 | 14.9 | 16.2 | 17.0 |
| 64-QAM | 22.6 | 24.2 | 25.5 | 16.4 | 17.6 | 18.7 |
| 128-QAM $_{256-Q A M ~}^{25.4}$ | 27.2 | 28.5 | 19.6 | 21.0 | 22.1 |  |
| 256-Q | 20.3 | 31.6 | 21.2 | 22.6 | 23.6 |  |

The exception is the 8 -QAM modulation. For the coded case, the modulations with odd number of bits have to be excluded in order to keep the monotonicity property. As example, for BERth $=10^{-5}$, the calculated cost values are $\mathrm{C}_{i}=$ $P_{t h, i}(2)\{0.5,1.45,1.26,5.40,3.76,15.30,11.63\}$. By conclusion, the HH algorithm can't be used for an arbitrary modulation set and cannot be unconditionally extended to coded systems.

In order to overcome this limitation a modified cost function that is unconditionally monotone is heuristically searched and the obtained solution are checked by mean of numerical simulations. The best cost function found is a simple one which is given by

$$
\hat{C}_{i}\left(k_{i}\right)=\left\{\begin{array}{cl}
P_{t h, i}\left(k_{i}+1\right), & k_{i}<k_{i, \max }  \tag{44}\\
\infty, & k_{i}=k_{i, \max }
\end{array}\right.
$$

Accordingly, the subcarrier with the smallest power threshold for the next modulation index is selected. The monotonicity property of the new cost function $\widehat{\mathrm{C}}_{i}$ is usually verified in practice under the model assumption of ordered modulation set by number of carried bits $m_{k}$. As it will be shown in numerical results, the obtained solutions are incredibly close to those obtained by the original cost function defined in (41). Since the cost function is only used for subcarrier selection, the good results obtained with the new cost function indicate that the order of power thresholds is highly correlated with the order of incremental power per bit. The corresponding DCA algorithm using the proposed cost function given in (44) is referred herein as the Low Complexity DCA (LC-DCA) algorithm.

```
Algorithm 3. Low Complexity-DCA (LC-DCA) algorithm
        INPUT \(P_{\text {max }}, \gamma_{i}, k_{i, \max }, \mathrm{BER}_{t h, i}, \mathcal{M}\)
        Initialize \(k_{i}=0, p_{i}=0, t=1\).
        Order \(\quad \hat{C}_{i}\left(k_{i}\right), k_{i}=0, \ldots, k_{i, \max }-1, i=1, \ldots, N\)
        increasingly and save subcarrier indices in a vector \(\mathbf{I}\)
        repeat
            \(i=\mathbf{I}(t)\)
            if \(P_{T}+\Delta p_{i}\left(k_{i}\right) \leq P_{\text {max }}\) then
            \(P_{T}=P_{T}+\Delta p_{i}\left(k_{i}\right)\)
            \(k_{i}=k_{i}+1\)
            end if
            \(t=t+1\)
        until \(P_{\text {max }}\) is reached or all subcarriers are maximally
        loaded
        Calculate \(p_{i}\left(k_{i}\right)\) using (34)
        OUTPUT \(k_{i}, p_{i}\)
```


## 6. RESULTS

In order to show the performance of the proposed algorithm, numerical simulations are performed by considering an OFDM system over frequency selective channels. The gain for each subcarrier $g_{i}$ is modeled as an independent complex Gaussian random variable with unit variance. The channel is normalized in order to a have a unit average power, i.e. $\sum_{i=1}^{N}\left|g_{i}\right|^{2}=N$. In practice, neighboring subchannels are usually correlated. However, this model allows for fast averaging of simulated performance. Unless otherwise mentioned, the simulation parameters are as follows. The number of subcarriers is $\mathrm{N}=1024$. The constellation set is
$\mathcal{M}=\{0,2,3,4,5,6\}$. The target BER threshold is set to $10^{-3}$ for all subcarriers. The maximum bit-load is set to 6 for all subcarriers.

Figure 4 shows the average bitrate per subcarrier for different algorithms including: uniform power allocation with adaptive modulation, Water-filling with adaptive modulation, LR algorithm, and DCA algorithm. Figure 5. shows the average total allocated power per subcarrier, and Figure 6 shows the BER performance for different algorithms.


Figure 4. Average data rate performance for different algorithms

From Figure 4, it can be seen the superiority of the DCA algorithm over all other algorithms. The LF algorithm has a slight lower data rate at medium SNR values. The water-filling power allocation with adaptive modulation gives only a slight improvement for low SNR values in comparison with uniform power allocation.

From Figure 5, it can be seen that both DCA and LF algorithm have similar power performance where they use the total available power for SNR below 30 dB , then the total power decreases because all active subcarriers are maximally loaded, and the remaining power is insufficient to activate new subcarriers.

Form Figure 6, it can be seen that only the DCA algorithm match exactly the BER threshold, whereas the LF algorithm overestimates the allocated power due the underlying approximations, and the WF algorithm does not optimizes the allocated power discrete bit-load. This results in a lower BER values than the target BER threshold.


Figure 5. Average total power performance for different algorithms


Figure 6. BER performance for different algorithms
Figure 7 shows the difference in performance between the DCA algorithm and the proposed LC-DCA using the proposed heuristic cost function. It can be seen that the LC-DCA produces a too close solution with very small data rate reduction of $0.04 \mathrm{bits} /$ subcarrier at medium SNR. Sometimes, the difference is positive due to borders effects as it can be seen for $S N R=20 \mathrm{~dB}$.


Figure 7. Difference of data rate (upper) and average total power (lower) between LC-DCA and DCA


Figure 8. Bit error rate (upper), average allocated bits (middle), average allocated power (lower), for a given nonuniform QoS profile at different SNR values

Finally, Figure 8 shows the ability of the proposed algorithm to satisfy different QoS requirements for different subcarriers. The number of subcarriers is $\mathrm{N}=128$. The BER threshold is set to $10^{-3}$ for subcarriers 1-64 with maximum bit-load of 6 bits. For the remaining subcarriers, the BER threshold is set to and $10^{-4}$ with maximum bit-load of 4 bits. Similar results were obtained for a coded system using a rate$1 / 2$ convolutional code.

## 7. CONCLUSIONS

In this paper, we proposed two different algorithms following two different approaches to solve the optimization problem of data rate maximization in multicarrier system using a discrete modulation set.

- The first algorithm is the LR algorithm which is based on the LR approach. This is a suboptimal algorithm which operates in similar manner as water-filling method with bounded bit-load. It is specific to noncoded systems using a set of M-QAM modulations.
- The second algorithm is the LC-DCA algorithm which is based on discrete linear programming using coordinate ascent framework. This is a suboptimal algorithm which operates in iterative manner. It is a generic algorithm which is suitable for coded as well as non-coded systems with an arbitrary modulation set. This algorithm overcomes the limitation of the HH algorithm with the help of a simple heuristic cost function without scarifying the bitrate performance.
- The performance of the LC-DCA algorithm is better than the performance of the LR algorithm with slightly higher complexity. Future works are directed to extend the obtained results for MIMO system with precoding.
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