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 This article proposes a digital control strategy of the RST type combined with a PI 

regulator of a synchronous servomotor with permanent magnets supplied by a voltage 

inverter controlled by the vector PWM technique whose robustness of the regulators is 

studied by the µ-analysis technique, and the estimation of the mechanical quantities is 

carried out using an observer by the Kalman filter. This study presents a detailed 

theoretical analysis and the simulation and experimentation results obtained clearly show 

the effectiveness of the proposed control strategy. 
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1. INTRODUCTION 

 

The advantage of motor control is that the motor is a low-

cost, low-density actuator in most industrial exercises. In 

industry, the speed transmission market seems to be 

developing, and the designer's wish is to achieve better 

performance of mechanical converter components [1-3]. 

However, controlling such a machine requires an accurate 

understanding of the position of the rotor, which provides its 

own driving. This information can be provided by mechanical 

sensors, which leads to some defects, including: increased 

volume, increased total system cost, and reduced system 

reliability. In addition, this requires a tree end that can be used 

to add sensors [4]. For all these reasons, intense research has 

been carried out since the 1980s in order to delete these clauses. 

Among the most common approaches are observer-based 

approaches such as the extended Kalman filter [5], linear or 

non-linear observers [6, 7], adaptive interconnected observers 

[8] or the observers by sliding modes [9]. 

Automatic control is called robust when certain 

characteristics, especially the actual stability and performance, 

do not deteriorate significantly when the process control 

model contains imprecision. For example, the ignored fast 

mode or important parameter error in the model [10]. It is 

possible to evaluate the uncertain stability only after the small 

gain theorem appears. The application of this method has 

become interesting after its popularity by µ-analysis, which 

allows parameter uncertainty, additional dynamics or noise to 

be included in the nominal model of the system to test its 

stability. Finally, the search for the minimum gain that 

destroys the stability of the system confirms or negates the 

stability of the system [11]. 

In this paper, the structure of the permanent magnet 

synchronous motor controller based on RST and PI is 

introduced. The experimental platform (Figure 1) has been 

installed in the industrial information and Automation 

Laboratory of Poitiers, France. It includes a DSPACE 1104 

digital prototype card and its data acquisition interface, and a 

three-phase inverter based on IGBTs. It is controlled by vector 

Pulse Width Modulation (PWM) technology and a 

synchronous permanent magnet servo motor (PMSM) 

equipped with a resonator for angular position capture [12-14]. 

 

 

 
 

Figure 1. Photos of the test bench 

 

In the following cases, the RST digital regulator is studied 

and a comparative study is made between the proposed control 

strategies using the PI cascade regulation studied and tested at 

[13, 14].  

The stability analysis of the regulator is mainly to observe 

the behavior of speed and current when the PMSM parameters 

change. In order to make this analysis more rigorous, these 

variables are generated based on the study of [13, 14] and can 

only be applied after their impact on the stability of servo 
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system has been studied by using µ-analysis technology. This 

technique will be briefly introduced to calculate structured 

unique values ("VSS") using Matlab toolbox [15]. However, 

we believe that in this study, there are only robust stability and 

parameter uncertainties. Then, observer is provided by 

Kalman filter to perform sensorless control [16, 17]. 

 

 

2. THE TORQUE CONTROL 

 

By considering the classical simplifying assumptions, the 

model of the synchronous machine in Park's reference frame 

can be given by the following system: 
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The most common strategy for controlling the torque of this 

machine is to keep the id current at zero and to control the 

speed and / or position by the iq current through the Vq voltage 

[12-14]. When id current is zero, the simplified model of 

PMSM is provided by equation system (2). 
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Therefore, the iq current that controls the torque developed 

by PMSM is generated by the speed regulator. We use the 

traditional PI corrector to generate the control signal on the 

voltage inverter arm. The structure of the current loop along 

the q axis with a PI corrector is represented by the diagram in 

Figure 2. 

 

 

 
 

Figure 2. General block diagram of the control system 

 

The parameters of the PI regulator are chosen in such a way 

that the zero introduced by the regulator is compensated by the 

dynamics of the current iq. 

By modeling the inverter by a unity gain G0 = 1, we obtain: 
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The closed loop transfer function is given by: 
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T0: the dynamic imposed by the current loop. 

 

3. THE SPEED REGULATION 

 

Approaching the closed loop of the current by a first-order 

transfer function and for a zero-resistant torque, the open-loop 

transfer function of the system studied is based on the 

expression 
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The inverter-PMSM association control strategy, proposed 

in this article, uses an RST structure based on pole placement. 

This structure is illustrated by the diagram in Figure 3. The 

pole placement algorithm is summarized as follows [12, 18]: 

 

✓ Determining the sampled model of the process. 

✓ Specification of the PT(q-1) polynomial giving the desired 

dynamic in closed loop. 
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✓ Solve the Diophantine equation expressed by: 

 

)R(q) B(q  q) S(q) A(q)(qP ---d---

T

11111 +=  (5) 

 

 
 

Figure 3. RST structure 

 

We choose PT(q-1) in the form of a second order polynomial 

defined by its natural pulsation (0) and it’s damping 

coefficient () while ensuring the following condition [12, 18]:  

 

17.05.125.0 0   forTs   (6) 

 

Note that the rules for automatic sampling frequency 

selection are as follows: 

 
CL

PBs
ftof )256(=  (7) 

 

fPB
CL: Closed loop system bandwidth frequency. 

And taking into account the switching frequency of the 

inverter, the sampling period is taken equal to Ts=100 μs. 

While the polynomial PT(q-1) is characterized by a damping 

coefficient ξ=0.7 and a natural pulsation ω0=3000 rad/s. After 

having chosen the polynomial PT(q-1), Eq. (5) allows obtaining 

the polynomials S and R. The polynomial T is given by [12, 

18]: 
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The discretization, with zero order blocker of the 

polynomial of the desired performances of the closed loop as 

well as the transfer function of the open loop of the system to 

be controlled, gives: 
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3.1 Study of robustness using the μ-analysis technique 

 

The principle of µ-analysis (Figure 4) is to evaluate a 

positive real 𝜇, as small as possible and which is an upper 

bound of 𝜇𝛥(𝐻𝑧𝜔(𝑗𝜔))  on the imaginary axis. The usual 

procedure consists in choosing dense space of ω values. For 

each of these values, the upper bound of 𝜇𝛥(𝐻𝑧𝜔(𝑗𝜔))  is 

calculated using algorithms internal to Matlab [15, 19]. Then, 

the upper bound is assigned to 𝜇. Thus, the robustness of the 

stability is ensured for any Δ(s) with norm H∞, less than or 

equal to 𝜇 . Each uncertain parameter is associated with an 

admissible interval. Let us recall that in the case of our study, 

this technique is only used to determine this interval [10, 11]. 

 

 
 

Figure 4. Formed into the Linear Fractional Transformation 

(LFT) uncertain process 

 

3.2 Observation by Kalman filter 

 

The Kalman filter is a state reconstruct or in a stochastic 

environment. It is an optimal state observer in the sense of 

minimizing the error variance between a real variable and it’s 

estimated. The Kalman filter is based on a stochastic linear 

state model [4, 20, 21]. 

 

{
𝑋𝑘+1 = 𝐴𝑘𝑋𝑘 + 𝐵𝑘𝑈𝑘 +𝑊𝑘

𝑌𝑘 = 𝐶𝑘𝑋𝑘 + 𝑉𝑘
 (11) 

 

In this model, Xk represents the state vector, Uk the input 

vector and Yk. the measurement vector. The model is in fact a 

deterministic state model to which we add a state noise Wk, and 

a measurement noise Vk. These noises are assumed to be 

uncorrelated Gaussian white noises with zero mean [4, 22]. 

The Kalman filter is calculated in several steps using the 

procedure represented by the algorithm shown in Figure 5. 
 

 
 

Figure 5. Steps of the algorithm of the recursive Kalman 

filter 
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The Kalman gain K is calculated to minimize the 

conditional variance of the error between the estimated state 

vector �̃�𝑘 and the vector of real state Xk at time k, knowing the 

set of measurements at time k. Assuming that TL is identified, 

the fourth-order equations of state are: 

{

[
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In our case, the discrete formulation of the Kalman filter 

consists first of all in carrying out a limited expansion in 

Taylor series of order 1 in order to be able to linearize the 

system, and taking into account, over a time interval Ts; that 

the speed is slowly variable but updated at each instant k. 

By performing the 1st order discretization according to 

Euler, we obtain: 

[
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The use of the Kalman filter makes it possible to take into 

account a certain number of uncertainties which makes it 

relatively robust. However, its adjustment depends on the 

variance of the state noise and of the measurement noise, 

quantities which are relatively difficult to determine a priori, 

and which depend on the conditions of use.  

4. RESULTS AND INTERPRETATION

In what follows, we present the simulation and experimental 

curves of the evolution of the controlled speed, the images of 

the stator currents id and iq in the frame of reference (d, q), 

and finally, the last plot concerns the phase current. These 

results concern a speed benchmark varying from ± 200 rad / s, 

compared to the estimated speed, the difference between these 

two quantities is presented by the error of the speed following. 

Note that due to the safety of the equipment, the extreme 

values of the current iq are equal to ± 5A. 

Figure 6. Experimental results- speed and current PI 

regulation 
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Figure 7. Experimental results- speed and current RST 

regulation 

In Figures 6 and 7, we present the experimental results 

obtained by the studied control strategy, compared to a vector 

control strategy employing PI regulators of current and speed. 

Assuming that the internal current loop is approximated by 

unity gain and using the pole / zero compensation method, the 

PI speed regulator parameters are given by [13]:  
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We notice that the error of the speed following of the RST 

regulator is low whose maximum value during the change of 

set point is less than ± 0.2 rad / sec. In contrast, the tracking 

error for vector control reaches ± 30 rad / sec in transient. On 

the other hand, the direct current id presents peaks during the 

change of speed, in the case of the proposed control strategy, 

but this has no influence on the speed behavior of the motor. 

The reference current along the q axis saturates at start-up 

and when changing the speed reference. 

These same Figures 6, 7 illustrate the engine speed response 

when a resistive torque step is applied to it. This test clearly 

shows that the disturbance of the load has no effect on the 

behavior of the speed controlled by the digital regulator RST; 

on the other hand, the speed drop is more important when 

controlled by the PI regulator.  

Recall that the application of the µ-analysis technique 

algorithm gave us the results presented in Table 1. 

 

Table 1. The limits of variation of the parameters in 

percentage provided by the technique µ-analysis 

 

 
Upper 

Bound 

Lower 

Bound 

Destabilizing 

Frequency 

Rsi 1.0000 0.9997 10.4809 rad/s. 

Ji 0.9999 0.987 0.0404 

𝜙𝑓𝑖  Inf 1.5499e+10 37777 rad/s. 

 

In order to test the robustness of the regulator, these 

variations will be introduced separately only in the parameter 

file. The results of Figure 8 clearly showed that this command 

effectively controls the effect of parametric variations. On the 

other hand, the shape of the currents was affected, in particular 

in the case of the variation of the moment of inertia; this 

obliges us to think of improving the current loop by using other 

regulators. In Figure 9, we present the simulation results 

obtained by associating the nonlinear state observer by 

Kalman filter with the regulation loop to estimate the speed of 

rotation and the position of the rotor. In order to implement the 

Kalman filter on the machine, it remains to choose the values 

of the initialization matrices P0, of state noise Qk=Q, and of 

measurement noise Rk=R. This problem is major to ensure the 

correct estimation of the position and the speed [4]. The 

adjustments of Q and R have been made to ensure stability 

throughout the speed range, while respecting a trade-off with 

dynamics and static errors. These settings are certainly not 

optimal, but the qualities of this filter ensure correct operation. 

The choice of the values of the initialization matrices, of state 

noise and of measurement noise, is carried out as follows: 

 

𝑃0 = [

0.00001  0    0                 0
0    0.00001   0                0
0            0 0.00001     0
0            0 0                  0
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𝑄 = [

0.00001  0    0                 0
0    0.00001   0                0
0            0 0.00001     0
0            0 0                  0

] 

 

𝑅 = [
0.001 0
0 0.001

] 

 

 

 
 

Figure 8. Experimental results under variable: J (+100%) 

 

The machine being initially stopped, the initial state is zero; 

moreover, we assume the position error at start is zero. These 

results have shown the efficiency of this filter, they result in a 

low estimation error for different rotational speeds, as well as 

in the insensitivity to the parametric variation. 

 

 

 
Figure 9. Simulation results RST associated with a Kalman 

filter: a) No load, b) under variable J (+ 100%) 

5. CONCLUSIONS 

 

In this work, a comparative study was carried out between 

a classical PI type vector control [13] and the proposed 

numerical control strategy. This study has shown the 

effectiveness and robustness of the latter. 

The tracking error is very low, and the disturbance rejection 

is perfect. Note that the operating conditions of the two 

structures are identical, namely the test benchmark and the 

load torque applied. Regarding the digital structure in RST, the 

internal loop correctors (currents) have been retained. Thus, 

the proposed digital control structure has better dynamic 

performance compared to those obtained with conventional 

vector control in set point tracking and in disturbance rejection. 

The robustness tests, whose parametric variation used was 

studied by the µ-analysis technique, further proved the 

robustness of the RST regulator in monitoring the set point 

with respect to the parametric uncertainty, the influence of 

which was negligible. On the other hand, these same tests 

mentioned the need to improve the current loop in order to 

obtain a globally robust control strategy. The results obtained 

by simulation, of the control without position sensor, show the 

efficiency of the Kalman filter. They are characterized by a 

very small estimation error for different rotational speeds as 

well as by insensitivity to parameter variations. 
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NOMENCLATURE 

 

Vd, Vq Stator winding d, q axis voltages 

id, iq Stator winding d, q axis currents 

 Rotor speed 

ref Reference rotor speed 

θ Rotor position 
𝜙𝑓 Constant magnet flux linkage produced 

by permanent magnet rotor 
𝜙𝑑 , 𝜙𝑎 Frame stator flux linkages 

Te Electromagnetic torque 

TL External load torque 

Ts Sampling period 

p Number of pole pairs 

Rs Stator resistance 

Ld, Lq Stator winding d, q -axis inductances 

J Inertia constant 

B Damping coefficient 

e(s) Controlled inputs 

w (s) disturbance input 

y (s) Controlled output 

z (s) disruption outputs 

Δ(s) Uncertainties on the system model 

H(s) nominal transfer of the closed loop 

system 

 The largest structured singular value 

(SSV) 

s Laplace operator 
 

 

APPENDIX 

 

Rs = 0.57 Ω 

Ld=4 mH 

Lq=4.5 mH 

Φf =0.064 Wb 

p=2 

J=2.08. 10-3Kgm2 

B=3.9.10-3Nm s/rad 

Rated speed =314 rad/s 

Nominal power =1 KW 

Rated torque =3 Nm 

  



517




