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ABSTRACT

The traditional image sharpness enhancement algorithm faces several defects, namely, the lack of details, and the poor subjective effect. To solve these defects, this paper proposes an image sharpness enhancement algorithm based on the Green function. Specifically, the Retinex model was employed to ensure that the enhanced image has outstanding details, and the Poisson’s equation was solved to maintain the consistency between the enhanced image and the original image in the gradient domain. Then, adaptive brightness mapping was carried out to determine the boundary conditions suitable for display, and the boundary of the region was sampled to reduce the complexity of our algorithm. Experimental results show that our algorithm improved the contrast and sharpness of images from the levels of contrastive image enhancement algorithms.

1. INTRODUCTION

With the in-depth study of image processing technology, digital images are widely used in more and more fields [1, 2]. The common defects of these images, such as low quality and poor subjective effect, greatly restrict the effect of subsequent image processing. To extract as much key information from the low-quality images as possible, image processing techniques like image enhancement have been proposed to process such images.

As a computer vision technique, image enhancement has several advantages in processing digital images. For example, the visual experience can be improved to meet the needs of visual appreciation; the image details can be reproduced to enhance the detection and recognition ability in the field of computer vision. The enhancement of image quality, especially the sharpness of low-illumination images, is a key measure for information reproduction, and a research hotspot in image processing.

Low-illumination images are complex and diverse. For an image with low global brightness, the enhancement aims to elevate the brightness and contrast of the image, and suppress noise amplification. However, most low-illumination images face low local brightness, local brightness saturation, or even overexposure. To enhance such images, consideration should be given to multiple issues: improving the brightness of dark areas, preventing the loss of details in bright areas, and even compressing the brightness of overexposed areas to highlight the details.

For these considerations, great efforts have been paid to improve image enhancement technology. A good image enhancement algorithm should be able to highlight the local or global features of the original image, and improve the quality and visual effect of the image.

2. LITERATURE REVIEW

2.1 Image enhancement

Many image enhancement algorithms can improve the subjective visual effect of the original image to a certain extent. But each algorithm has its own defects. For instance, histogram equalization [3] can greatly enhance the global contrast of the image, but at the expense of the contrast in local areas. Through histogram equalization, the gray values are easily combined excessively, resulting in the loss of some details of the original image. As a result, the enhanced image has a reduced quality. With the aid of histogram segmentation, Cao et al. [4] performed histogram equalization of each sub histogram to improve the brightness of low-illumination images; the histogram segmentation alleviates the problem of excessive enhancement to a certain extent. Qadar et al. [5] proposed a recursive separation weighted histogram equalization algorithm, which decomposes the histogram into several sub histograms, weighs each sub histogram, and then implement histogram equalization; however, the quality of the enhanced image often degrades, due to the loss of statistical information.

Some researchers held that the spatial information of the image is more suitable for image enhancement than the first-order statistics. For example, Zhou et al. [6] put forward the context and variation contrast enhancement algorithm, which adjusts the image with two-dimensional (2D) histogram. Under the best contrast tone mapping framework, Song et al. [7] proposed a new image enhancement algorithm that overcomes the limitations of contrast enhancement histogram, using the joint probability of spatial information.

2.2 Retinex model

The Retinex model [8], a popular model in the field of image enhancement, mimics human’s visual perception of brightness and colors. The model is built on the constancy of
colors: Under the irradiation of natural light, different objects reflect lights of different wavelengths to human eyes, creating different colors; in other words, the colors are not intrinsic properties of the objects.

Currently, there are four types of Retinex models: path model [9], partial differential equation model [10], center surround model [11] and variational model [12]. The random spray Retinex model proposed by Provenzi et al. [13] has too many parameters and a huge computing load. The primary defect of the path model is that the conditions of local information processing no longer apply, when the path increases and the scope expands. Wu and Wu [14] analyzed Retinex model from a new perspective, and constructed a partial differential equation model. The model can achieve accurate results with only a few parameters. Xie et al. [15] proposed single scale Retinex (SSR) algorithm and multi-scale Retinex (MSR) algorithm, but the two algorithms have problems like unnatural color. Ma et al. [16] designed a multi-scale Retinex algorithm with color restoration ability, and corrected the enhanced image with the color recovery factor. Fine and MacLeod [17] presented a natural reservation algorithm based on prior brightness statistics, and obtained satisfactory results of quality enhancement. The variational model is based on prior construction constraints. Hou et al. [18] developed a Retinex algorithm under the variational framework, under the assumption that the illumination components vary smoothly in space, and calculated the illumination by gradient descent. Xie et al. [19] proposed a method to estimate the probability of illumination and reflection at the same time, and demonstrated its good results on detail enhancement. Li and Yin [20] evaluated the enhanced image by adding a coefficient matrix. This evaluation method does well in image enhancement, but the enhanced image is often noisy owing to the excessive brightness enhancement.

The above analysis shows that the Retinex model has a serious halo phenomenon in the enhanced image, despite adopting a hierarchical structure. The halo covers the edge details of the high-contrast image. The contrast can be obviously enhanced through nonlinear grayscale stretching. Nevertheless, this approach fails to consider the subjective visual effect of human eyes, and underestimates the image information entropy through the combination of gray values, leading to a poor visual effect of the enhanced image.

2.3 Thesis statement

To solve the defects of existing algorithms, this paper presents an image sharpness enhancement algorithm based on the Green function is proposed. To retain as much image details as possible, the illumination layer separated by Retinex model was enhanced separately without changing the detail layer. The former layer contains the details of the original image, while the latter covers the contrast information of the image.

3. RETINEX THEORY MODEL

The Retinex theory is unfolded around three hypotheses: (1) The colors perceived by human eyes are not the intrinsic properties of the object, but the product of the interaction between light and the object. (2) Each color region is made up of three primary colors (red, green, and blue) with fixed wavelength; different colors of objects are formed through the light reflected by the objects, which vary in the reflectance to light of different wavelengths. (3) The three primary colors determine the color of each unit, and different colors are composed of different combinations of the three primary colors.

According to the Retinex theory, the essential properties of an object hinge on the object’s ability to reflect light of different wavelengths. The color of the object remains constant, and has nothing to do with illumination. However, the object color perceived by human eyes could change, when the object is under different illumination conditions. Mimicking the imaging process of human eyes, the Retinex theory can be described as shown in Figure 1.

![Figure 1. Retinex theory diagram](image)

The object is irradiated by the incident light. The light reflected by the object than enters the human eyes. The planar image thus forms is the image observed by human eyes, while the image reflecting the intrinsic properties of the object is called the reflection image. Then, the observation image $O$ with a known number of pixels can be expressed as the product of the incident light $L$ and the reflection image $R$.

$$O = L \times R$$  \hspace{1cm} (1)

The intensity of the incident light determines the brightness of the object.

The traditional Retinex algorithm transforms the operation into the logarithmic domain:

$$o = \log (O)$$ \hspace{1cm} (2)

$$l = \log (L)$$ \hspace{1cm} (3)

$$r = \log (R)$$ \hspace{1cm} (4)

According to formula (1), the logarithmic field can be defined as:

$$o = \log g(O) = \log (L \times R)$$

$$= \log (L) + \log (R) = r + l$$ \hspace{1cm} (5)

Formula (5) transforms multiplication operation into addition operation. The logarithmic domain method both suits the human visual system, and reduce the amount of calculation.

The processing of digital color images is essentially the adjustment of the pixels of the three channels: red (R), green (G), and blue (B). In the classic Retinex algorithms, the Retinex model is adopted to adjust the brightness of each channel. However, the processed color image often faces color
distortion, because the brightness is adjusted by different magnitudes in different channels. To make the low-illumination image brighter, the processed image should be converted to a color model with brightness channel, and only the brightness channel should be processed.

The RGB is the most widely used color space in computer applications. The RGB color space is the three-dimensional (3D) space formed by all possible combinations of the three primary colors (Figure 2).

![Figure 2. RGB color space model](image)

The SSR is the most classic RGB-based Retinex algorithm. The algorithm takes Gaussian function as the center surround function, and the Gaussian smoothing result of the original image as illumination. The Gaussian surround function can be defined as:

\[
G(x, y) = \theta e^{-(x^2+y^2)/\sigma^2}
\]

where, \(\sigma\) is the scale parameter; \(\theta\) is the normalization factor, whose value satisfies the following integral function:

\[
\iint G(x, y) dxdy = 1
\]

To ensure the high similarity between the enhanced image and the original image, it is necessary to transform solving pixel brightness in each bright region into solving the corresponding Poisson equation, without changing the information in the gradient domain. This is because some information of the original image belongs to the gradient domain.

The Poisson equation based on gradient domain adheres to the following principle:

Let \(F\) be the gradient image. According to the properties of the gradient operator \(\nabla\), the illumination layers \(I\) and \(F\) satisfy the following relationship:

\[
F(x, y) = \nabla I(x, y)
\]

According to the consistency of gradient, the enhanced illumination layer \(\tilde{I}\) can be expressed as:

\[
F(x, y) = \nabla \tilde{I}(x, y)
\]

For one-dimensional (1D) data, \(\tilde{I}\) can be obtained by directly integrating both sides of formula (9); for 2D data, the enhanced image cannot be directly integrated, for formula (9) has no solution. Then, the solution of formula (9) can be indirectly obtained by:

\[
\min_i \iint \|\nabla \tilde{I}(x, y) - F(x, y)\|^2 dxdy
\]

According to the principle of variational method, formula (10) satisfies the Euler-Lagrange equation.

\[
\frac{\partial P}{\partial t} - \nabla \cdot \frac{\partial P}{\partial I} = 0
\]

Substituting \(P\) into formula (12), the Poisson equation can be established as:

\[
\Delta \tilde{I}(x, y) = div F(x, y)
\]

where, \(\Delta\) is the Laplacian operator; \(div\) is the divergence operator. Then, the following relationship is satisfied:

\[
\begin{cases}
\Delta \tilde{I}(x, y) = \frac{\partial^2 \tilde{I}(x, y)}{\partial x^2} + \frac{\partial^2 \tilde{I}(x, y)}{\partial y^2} \\
\text{div} F(x, y) = F_x(x, y) + F_y(x, y)
\end{cases}
\]

4. OUR IMAGE SHARPNESS ENHANCEMENT ALGORITHM

The existence of halo is a sign of the serious gray mutation near the edge of the illumination image, for the algorithm emphasizes the spatial relationship over the gray relation between pixels. The halo can be effectively suppressed through bilateral filtering, which synthesizes the gray value change of pixels based on their relative positions.

The only difference between bilateral filtering and the SSR algorithm lies in the selection of convolution kernel. The convolution kernel of bilateral filtering can be defined as:

\[
L_{x,y}(i,j) = \gamma \exp\left[-\left(\frac{(i-x)^2}{2\sigma_x^2} + \frac{(j-y)^2}{2\sigma_y^2}\right)\right] - \frac{[5(i,j) - S(i,j)]^2}{2\sigma_z^2}
\]

where, \(\sigma_x^2\) and \(\sigma_y^2\) are empty value and gray value, respectively.

The shape of the bilateral filter depends on the gray value and position of pixels. Therefore, the time complexity of bilateral filtering is \(O(r^3)\), far greater than the \(O(r)\) of the SSR.

To keep the enhanced image consistent with the original image in the gradient domain, image enhancement was transformed into solving the Poisson equation as shown in formula (13).

When the gradient image of the illumination layer of the original image is known, the enhanced image \(\tilde{I}\) can be obtained, after the Poisson equation of formula (13) has been solved. Next, \(\tilde{I}\) should be replaced by the original illumination image \(I\) of formula (1), in order to produce the enhanced image with preserved details.

4.1 Solving Poisson equation with Green function

The Poisson equation can be solved by many methods, such as the Green function, fast Fourier transform, central difference method, and multigrid method [21]. In this paper, the second Green function method, which is based on Dirichlet boundary condition, is adopted to solve the Poisson equation.
of formula (13). The Dirichlet boundary condition controls the brightness of the entire planar region. That is, the enhanced image can be obtained by the Green function, as long as the boundary pixel brightness in the region with low brightness or high exposure are mapped to the brightness suitable for human eyes.

Let \( \varepsilon \) denote a planar closed region with \( \sigma \varepsilon \) as the boundary, \( \varepsilon^* \) denote the boundary condition, and \( r \) denote any point in \( \varepsilon \). Then, formula (14) satisfies the Dirichlet boundary condition:

\[
\begin{cases}
\Delta \hat{I}(r) = \text{div}\,\hat{\nabla}F(r) \\
\hat{I}(r)|_{\sigma \varepsilon} = \hat{I}(r)
\end{cases}
\]  

(16)

According to the second Green function, the solution of formula (16) can be expressed as:

\[
\hat{I}(r) = -\int_{\sigma \varepsilon} \hat{I}^*(r_0) \frac{\partial G(r,r_0)}{\partial r_0} \, ds - \int_{\varepsilon} \text{div}\,\hat{\nabla}F(r) \times G(r,r_0) \, ds \sigma
\]  

(17)

where, \( n_0 \) is the outer normal direction of \( \sigma \varepsilon \); \( r_0 \) is the position of point source charge in the planar region \( \varepsilon \); \( G(r,r_0) \) is the guarantee that the Green function satisfies the point source function and the boundary homogeneity:

\[
\begin{cases}
G(r,r_0)|_{\sigma \varepsilon} = 0 \\
\Delta \tilde{G}(r,r_0) = -\hat{\sigma}(r-r_0)
\end{cases}
\]  

(18)

where, \( \hat{I}^*(r_0) \) and \( \text{div}\,\hat{\nabla}F(r) \) are known; the Green function \( G \) is the only unknown. Formula (13) can be solved if the Green function satisfies the point source function and the boundary homogeneity.

The Green function is usually constructed by the electric image method, which can provide the Green function of a regular and symmetrical region. For a planar circular region \( \varepsilon \), it is assumed that the dielectric constant \( \varepsilon \) equals 1, a standard punctual charge with \( q \) is placed at any point in \( \varepsilon \), and the boundary is composed of \( m \) non-repeated points that satisfies \( \sigma \varepsilon \in \{b_1,b_2,...,b_m\} \), \( \forall b_i \in \mathbb{R}^2 \). By the principle of the electric image method, the equivalent charge \( q' \) of the induced charge formed by the point charge at any boundary point falls on the extension line between the center of the circle and point \( q \), and lies outside the circle.

![Figure 3. Diagram of point charge, boundary point, and equivalent charge](image)

The point charge, boundary point, and equivalent charge is shown in Figure 3, where \( c \) is the center of the circle, \( r_0 \) is the point charge, \( r_1 \) is the equivalent charge, and \( b_i \) is any boundary point. These parameters satisfy the following relationship:

\[
\begin{align*}
\|c - b_i\| &= \|c - r_0\| \\
\|c - r_1\| &= \|c - b_i\| \\
\angle r_0cb &= \angle bcr_1
\end{align*}
\]  

(19)

Since \( \angle r_0cb = \angle bcr_1 \), we have \( \Delta r_0cb = \Delta bcr_1 \). Then, the following relationship can be derived:

\[
\frac{|b_i - p|}{|x_0 - b_i|} = \frac{R}{|c - x_0|}
\]  

(20)

According to the theory of electromagnetic field, the Green function describes the potential of point charge \( r_0 \) in \( r \). For any point in unbounded space, the Green function can be expressed as:

\[
G(r,r_0) = \frac{q}{2\pi} \cdot \frac{1}{\ln|rr_0|}
\]  

(21)

For the circular region in Figure 3, the potential of point \( r \) is the superposition of the potential generated by \( r_0 \) in the unbounded space and the potential generated by the equivalent charge of the boundary. Thus, \( G(r,r_0) \) can be defined as:

\[
G(r,r_0) = \frac{q}{2\pi} \cdot \frac{1}{\ln|rr_0|} + \frac{q'}{2\pi} \cdot \frac{1}{\ln|rr_1|}
\]  

(22)

Because the Green function satisfies boundary homogeneity, that is, the potential at any boundary point \( b_i \) equals zero, the Green function of any boundary \( b_i \) must be equal to zero. Thus, we have:

\[
G(b_i,r_0) = -\frac{q}{2\pi} \cdot \frac{1}{\ln|b_i r_0|} + \frac{q'}{2\pi} \cdot \frac{1}{\ln|b_i r_1|}
\]  

(23)

Sorting out formulas (19) and (20), and substituting the result into formula (23):

\[
q' = -q \frac{\ln R}{\ln|c - r_0|}
\]  

(24)

Substituting formula (24) into formula (22), the Green function in circular region can be expressed as:

\[
G(r,r_0) = \frac{q}{2\pi} \cdot \frac{1}{\ln|rr_0| - \ln R} - \frac{q}{2\pi} \cdot \frac{1}{\ln|c - r_0| - \ln|rr_1|}
\]  

(25)

Substituting formula (25) into formula (17), the solution of Poisson equation, i.e., the enhanced image, can be obtained.

According to formula (17), solving the gray value of pixels in the region is equivalent to solving the second type curve integral of the Green function for the boundary of the whole region. The complexity of the algorithm is \( O(mn) \), with \( m \) being the number of boundary points, and \( n \) being the total number of pixels in the region. The high complexity is not conducive to real-time processing. Thus, it is necessary to reduce the complexity of the algorithm by the boundary sampling with equal interval.

The boundary sampling with equal interval can be implemented by the following principle: First, the set of boundary points can be expressed as \( \sigma \varepsilon \in \{b_1,b_2,...,b_n\} \) based on the boundary points sampled with equal interval \( \sigma \varepsilon \). After sampling, the Euclidean distance from any point \( x_i \) in the
region to the boundary point is . As can be seen from formula (17), when the point charge is close to the boundary point, the boundary point contributes greatly to the curve integral. The inverse is also true. Hence, a threshold can be set to measure the distance. The threshold must satisfy:

\[
\|x_i - \bar{b}_j\| < T_e
\]  

(26)

Figure 4 shows a set of points sampled from a point charge at any position in the region and the corresponding boundary. It can be seen that the effectiveness of the boundary points being sampled increases with the proximity to the point. This means, when formula (26) is satisfied, the number of boundary pixels is reduced to lower the complexity of the algorithm.

![Figure 4. Boundary sampling diagram](Image)

### 4.2 Adaptive brightness mapping

Formula (17) suggests that it is possible to obtain the gray values of the pixels in the planar region, after the determination of the Dirichlet boundary condition of the region acted by Green function. Thus, the global brightness of the pixels in the planar region is controlled by the gray values of the boundary pixels.

The human eyes have different sensitivities to different brightness. For example, with the decrease of brightness, the local contrast is reduced, and the human eyes are less able to distinguish between details. Then, the image quality will be rather poor. The strong light, which greatly stimulates the human eyes, would submerge the image details.

If the planar region is dark, the boundary pixels should be made brighter; if the planar region is bright, the boundary pixels should be made darker. Then, the boundary conditions need to be brought into the Green function to solve the Poisson equation, and thus improve the visual effect of the human eyes.

<table>
<thead>
<tr>
<th>Brightness of illumination</th>
<th>Piecewise adaptive brightness</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{K} \leq -3.93$</td>
<td>-2.87</td>
</tr>
<tr>
<td>$-3.93 &lt; \bar{K} \leq -1.43$</td>
<td>$(0.403\bar{K} + 1.57)^{2.17} -2.87$</td>
</tr>
<tr>
<td>$-1.43 &lt; \bar{K} \leq 0$</td>
<td>$\bar{K} - 0.393$</td>
</tr>
<tr>
<td>$0 &lt; \bar{K} \leq 1.88$</td>
<td>$(0.246\bar{K} + 0.66)^{2.72} -0.72$</td>
</tr>
<tr>
<td>$\bar{K} &gt; 1.88$</td>
<td>$\bar{K} - 1.257$</td>
</tr>
</tbody>
</table>

Note: $\bar{K}$ represents brightness (unit: cd/m²).

This paper chooses the piecewise adaptive brightness mapping to map the brightness of boundary pixels to the level suitable for the human eyes. Table 1 shows the procedure of this mapping strategy.

- In the gray image, the gray value measures the brightness of the corresponding pixel. Therefore, the piecewise adaptive brightness mapping cannot be directly applied. Instead, the gray value should be firstly converted into the corresponding brightness. Let $K_{min}$ and $K_{max}$ be the minimum and maximum brightness values of the display, respectively. Suppose the gray values of pixels change between 0 and 255. Then, the gray value of a pixel can be converted into brightness by:

\[
K(x, y) = I(x, y)/255 \times (K_{max} - K_{min})
\]

where, $I$ is the illumination image obtained by fast bilateral filtering; $K$ is the corresponding brightness image. Then, the brightness image needs to be brought into Table 1 to get the adaptive brightness of each pixel. Finally, the brightness should be converted into gray value by formula (26), thereby producing the corresponding gray image.

To sum up, the proposed image sharpness enhancement algorithm is implemented in the following procedure: Firstly, the original image is divided into a group of symmetrical closed planar regions. Next, the Poisson equation is solved according to the Dirichlet boundary condition of the region. Since the electric image method only applies to regular and symmetrical regions, the image is divided into several regular circular sub blocks through secondary partition. The solution of Poisson equation corresponding to each sub block is obtained by the electric image method. Finally, the solutions of all sub blocks are stitched into the enhanced image. The specific steps of the algorithm are as follows:

- Step 1. Separate the illumination layer from the detail layer by fast bilateral filtering.
- Step 2. Divide the illumination image into several tangent circular regions, according to the size of the original image.
- Step 3. Segment the brightness of all boundary points to obtain the first boundary conditions of all regions.
- Step 4. Extract a region, and place a point charge $q$ at any point in that region. Apply the boundary sampling algorithm with interval $d$ to the region, and solve the Green function of the region.
- Step 5. Substitute the Green function into formula (17) to calculate the gray value of each pixel in the region, and mark the pixel that has been solved.
- Step 6. Repeat Steps 4-5 until all partially cut circular regions have been traversed.
- Step 7. Divide the remaining pixels into sub blocks by secondary partition.
- Step 8. Place a point charge at any point in the unlabeled pixels of a region being divided into sub blocks, perform the boundary sampling algorithm with interval $d$ on the region, and solve the Green function of the region.
- Step 9. Substituting the Green function into formula (17) to calculate the gray value of each unlabeled pixel.
- Step 10. Repeat Steps 8-9 until all the sub blocks have been traversed.
- Step 11. Bring the enhanced image into Retinex model to get the enhanced image.

### 5. EXPERIMENTS AND RESULTS ANALYSIS

Under the condition of no reference image, the image clarity measuring method [22] can achieve high accuracy, monotony, and consistency. Therefore, this method was adopted to evaluate the quality of the image enhanced by various algorithms.

Our experiments use two of the most commonly used...
classic images, namely, cameraman and Lena. The performances of all image sharpness enhancement algorithms on cameraman and Lena are listed in Tables 2 and 3, respectively.

### Table 2. Performance of all algorithms on cameraman

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Information entropy</th>
<th>Image definition</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original image</td>
<td>7.83</td>
<td>4.28</td>
<td>62.36</td>
</tr>
<tr>
<td>Equalization algorithm</td>
<td>6.83</td>
<td>4.33</td>
<td>72.68</td>
</tr>
<tr>
<td>SSR algorithm</td>
<td>7.21</td>
<td>6.85</td>
<td>66.41</td>
</tr>
<tr>
<td>Nonlinear expansion algorithm</td>
<td>7.13</td>
<td>5.91</td>
<td>62.41</td>
</tr>
<tr>
<td>Our algorithm</td>
<td>7.75</td>
<td>7.79</td>
<td>82.53</td>
</tr>
</tbody>
</table>

### Table 3. Performance of all algorithms on Lena

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Information entropy</th>
<th>Image definition</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original image</td>
<td>7.46</td>
<td>4.89</td>
<td>47.86</td>
</tr>
<tr>
<td>Equalization algorithm</td>
<td>7.12</td>
<td>3.75</td>
<td>58.61</td>
</tr>
<tr>
<td>SSR algorithm</td>
<td>7.86</td>
<td>7.51</td>
<td>51.53</td>
</tr>
<tr>
<td>Nonlinear expansion algorithm</td>
<td>7.65</td>
<td>5.38</td>
<td>48.46</td>
</tr>
<tr>
<td>Our algorithm</td>
<td>8.11</td>
<td>8.19</td>
<td>65.92</td>
</tr>
</tbody>
</table>

As shown in Tables 2 and 3, the enhanced image produced by our algorithm had relatively high information content, clarity, and contrast, compared with the other image sharpness enhancement algorithms.

Further, the gradient-based structural similarity evaluation (GBSSE) index was adopted to measure the difference of gradient domain information between the reference image and the enhanced image. The smaller the index is, the better the structure and details of the enhanced image. Table 4 compares the shape similarity between the enhanced image obtained by every method with the original image.

### Table 4. Shape similarity evaluation metrics

<table>
<thead>
<tr>
<th></th>
<th>Cameraman</th>
<th>Lena</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equalization algorithm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSR algorithm</td>
<td>47.52</td>
<td>19.26</td>
</tr>
<tr>
<td>Nonlinear expansion algorithm</td>
<td>26.82</td>
<td>17.11</td>
</tr>
<tr>
<td>Our algorithm</td>
<td>28.53</td>
<td>13.87</td>
</tr>
<tr>
<td></td>
<td>37.36</td>
<td>37.36</td>
</tr>
<tr>
<td></td>
<td>21.59</td>
<td>21.59</td>
</tr>
</tbody>
</table>

As shown in Table 4, our algorithm led to the smallest GBSSE and PSNR among the contrastive algorithms. This means our algorithm can effectively preserve the structure, gradient information, and other information of the original image.

### 6. CONCLUSIONS

To solve the defects of traditional image enhancement algorithm, this paper proposes an image sharpness enhancement algorithm. The proposed algorithm transforms image enhancement into solving Poisson equation in the gradient domain, solves the Green function by the electric image method, and reduces the complexity of the algorithm by the boundary sampling with equal interval. On this basis, the Dirichlet boundary condition was obtained through gray mapping, and the Poisson equation was solved by Green function to get the final enhanced image. Experimental results show that our algorithm can effectively improve the contrast, details, and clarity of the original image.
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