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 Breast cancer is a cancerous tumor that arrives within the tissues of the breast. Women are 

mostly attacked than men. To detect early cancer medical specialists, suggest mammography 

for screening. Algorithms in Machine learning were executed on mammogram images to 

classify whether the tissues are deleterious or not. An analysis is done based on the texture 

feature extraction using different techniques like Frequency decoded local binary pattern 

(FDLBP), Local Bit-plane Decoded Pattern (LBDP), Local Diagonal Extrema Pattern 

(LDEP), Local Directional Order Pattern (LDOP), Local Wavelet Pattern (LWP). The 

features extracted are tested on 322 images from MIA’s database of three different classes. 

The algorithms in Machine learning like K-Nearest Neighbor classifier (KNN), Support 

vector classifier (SVC), Decision Tree classifier (DTC), Random Forest classifier (RFC), 

AdaBoost classifier (AC), Gradient Boosting classifier (GBC), Gaussian Naive Bayes 

classifier (GNB), Linear Discriminant Analysis classifier (LDA), Quadratic Discriminant 

Analysis classifier (QDA) were used to evaluate the accuracy of classification. This paper 

examines the comparison of accuracy using different texture features. KNN algorithm with 

LDEP for texture feature extraction gives classification accuracy of 64.61%, SVC with all 

the texture patterns mentioned gives classification accuracy of 63.07%, DTC with FDLBP, 

LBDP gives classification accuracy of 47.69, RFC with LBDP and AC with LDOP and GBC 

with FDLBP gives 61.53% classification accuracy, GNB and LDA with FDLBP gives 60% 

and 63.07% classification accuracy respectively, QDA with LBDP gives 64.61 classification 

accuracy. Of all the Algorithms support vector classifier gives good accuracy results with 

all the texture patterns mentioned. 
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1. INTRODUCTION 

 

The quick advancement of lifestyle, hormonal, 

environmental circumstances there is an uptrend in breast 

cancer cells [1] in the body grow, double and change the shape. 

In women, the 2nd most common cancer [2] is breast cancer 

annually about 16 lakh women are identified. Detection and 

medication in the early stage improve survival rates. 

Though manual screening is used for the detection of cancer 

tissues, Computer-aided examination [3] has been used in 

today’s medicinal practices. In computer vision, the effective 

active area of research is feature detection and description 

from medical images. There are multiple feature extraction 

techniques based on shape, colour, edges, color histograms, 

texture [4-9], etc. Texture characteristics of images are more 

important than color and shape as it contains the core in 

identifying the tissues. Features are extracted by using texture 

properties for image classification. Image classification is a 

task to categorize different situations in breast cancer. The 

efficiency of analysis and classification relies on describing 

features from the images. 

Local Binary Pattern (LBP) proposed by Ojala became 

well-liked due to its reduced difficulty for extracting features. 

Later on several variants of LBP like Local derivative pattern 

[4], Local Tetra Pattern [5], Local Mesh pattern [6], Local Line 

binary pattern [7], Random Sampling LBP [8], Quantised 

FLBP [9], Elongated quinary pattern [10] and many more 

came into existence. These patterns are used to improve the 

classification rate. 

This article presents the comparison of different texture 

patterns like FDLBP, LBDP, LDEP, LDOP, and LWP were 

executed on mammogram images to predict accuracy with the 

help of different machine learning algorithms. 

Most of the existing local descriptors are generated over the 

raw input images to increase the discriminative power of the 

local descriptors by converting the raw image into multiple 

images with high and low pass frequency filters. The local 

descriptors from filtered image output are concatenated into a 

single descriptor. This approach does not utilize the inter 

frequency relationship which causes less improvement in the 

discriminative power of the descriptor. This disadvantage can 

be solved by using FDLBP which uses two decoders. Each 

decoder works with one low frequency pattern and two high 

frequency patterns. At last, the descriptors from both decoders 

are concatenated to form a single descriptor. LBDP transforms 

the local neighbourhood in bit planes and then encodes the 

relationship between the centre pixel intensity value and 

transformed value to generate the LBDP binary pattern. This 

method depends on the bit depth of the image and also it is 

also invariant to the number of local neighbours under 

consideration. LDEP finds the values and indexes of the local 

diagonal extrema’s to exploit the relationship among the 
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diagonal neighbours of any center pixel of the image using 

first order local diagonal derivatives. The descriptor is formed 

on the basis of the indexes and comparison of central pixel and 

local diagonal extrema’s. LDOP is calculated by finding the 

relationship between the center pixel and local directional 

order indexes. 

In local binary pattern it considers the relationship between 

centre pixel and its neighbour pixels where as in LWP it first 

utilizes the relationship among the neighbouring pixel using 

local wavelet decomposition.  

The subsequent sections of this article are arranged as 

follows: Section 2 introduces the methodology. Section 3 

provides an experiment and analysis of results. Section 4 is 

assigned for conclusions and the possible extension of this 

work, followed by a bibliography referred to in this article. 

 

 

2. METHODOLOGY 

 

Figure 1 shows the workflow of the proposed classification 

algorithm. 

 

2.1 Image database 

 

For the investigation of textures, the MIAS mammogram 

dataset is used. This data set consists of 63 benign images, 208 

normal images and 51 malignant images. Figure 2 shows a 

sample of Benign, Normal and Malignant images in MIAS 

dataset. Texture features are extracted using different 

descriptors. Of this data, 70 percent is used for training and 30 

percent is used for testing which is used for finding accuracy 

for classification. 

 

2.2 Pre-processing 

 

To extract the main region for processing, pectoral muscle 

and other artifacts like labels, annotations present in 

mammogram images are removed using pre-processing 

techniques. The methods used are median filtering to remove 

noise, adaptive histogram equalization to enhance the contrast, 

a boundary is extracted and then segmented to see the region 

of interest. The ROI obtained of each image is employed for 

analysing the mammogram images. Figure 3 shows results of 

preprocessing. 

 

 
 

Figure 1. Proposed work flow for classification of Mammogram images 

 

        
a)                            b)                                        c) 

 

Figure 2. Dataset of MIAS a) Benign image b) Normal image c) Malignant image 

 

                  
a)                                          b)                                          c)                                          d) 
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e)                                      f)                                            g)                                       h) 

                    
i)                                           j)                                         k)                                            l) 

 

Figure 3. Results of pre-processing a) Benign mammogram cropped image b) Pectoral muscle removed image c) Adaptive 

histogram Equalised Image d) Segmented part of Benign image e) Normal mammogram cropped image f) Pectoral muscle 

removed image g) Adaptive histogram equalised image h) Segmented part of normal image i) Malignant mammogram cropped 

image j) Pectoral muscle removed image k) Adaptive histogram equalised image l) Segmented part of malignant image 
 

2.3 Feature extraction 
 

Texture features are extracted from the ROI extracted 

images using descriptors like FDLBP, LBDP, LDEP, LDOP, 

and LWP. The Histogram is performed on these images to 

form the feature vectors. Each descriptor gives different sizes 

of feature vectors. 
 

2.3.1 Frequency decoded local binary pattern (FDLBP)  

Figure 4 shows flow of FDLBP. In this method [11] one low 

pass filter i.e. an average filter that produces the coarse 

information and four high pass filters horizontal-vertical 

difference filter, diagonal difference filter, Sobel vertical edge 

filter, Sobel horizontal edge filter which produces the detailed 

information. Figure 5 shows the low pass and high pass filtered 

mammogram images. For these frequency filtered domain 

images, the local binary pattern is generated for each image. 

To realize the relationship between different frequencies 

filtered images, decoders are used. In this paper, two decoders 

are used each with 3 inputs and 8 outputs. For the first decoder 

horizontal-vertical filter, diagonal filter, average filter are 

inputs and for the second decoder average filter, Sobel-vertical 

filter and Sobel-horizontal filter are inputs. Figure 5 shows the 

filtered output images from the low and high pass filters. 

Figure 6 shows the decoder i.e. first and second decoder output 

images. Histogram of these images is taken, and then a feature 

vector is formed from the histogram. The low pass and high 

pass filters can be defined as: 

Average filter as: 
 

1/9 1/9 1/9
1/9 1/9 1/9
1/9 1/9 1/9

 

 

Horizontal-Vertical filter as: 
 

0 −1 0
−1 4 −1
0 −1 0

 

Diagonal filter as: 

 
−𝟏 𝟎 −𝟏

𝟎 𝟒 𝟎

−𝟏 𝟎 −𝟏

 

 

Sobel-Vertical filter as:  
 

𝟏 𝟐 𝟏

𝟎 𝟎 𝟎

−𝟏 −𝟐 −𝟏

 

 

Sobel-Horizontal filter as: 

 
𝟏 𝟎 −𝟏

𝟐 𝟎 −𝟐

𝟏 𝟎 −𝟏

 

 

2.3.2 Local Bit-plane Decoded Pattern (LBDP) 

In this technique [12], the eight neighbour’s intensities of 

the centre pixel are decoded to eight-bit planes. Each bit plane 

weighted values are added to get local bit plane transformed 

values which are called local bit plane transformation. A 

Higher bit plane provides coarse details and a lower bit plane 

provides fine details. Local bit plane decoded pattern is formed 

by subtracting centre pixel from local bit plane transformed 

values. Figure 7 shows the images of each bit plane. 

 

2.3.3 Local Diagonal Extrema pattern (LDEP) 

In this technique [13], diagonal neighbours are used as it 

contains local information which decreases the dimension of 

the descriptor. First-order local diagonal derivatives are 

derived in three directions which were compared with local 

diagonal maxima and minima concerning center pixel to 

generate the local diagonal extrema pattern which are shown 

in Figure 8. 
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Figure 4. Flow for FDLBP 
 

          
a)                                   b)                                    c)                                    d)  

     
e)                                                f) 

 

Figure 5. Low pass and High pass filtered mammogram images (a) Original image (b) Image after horizontal–vertical filter (c) 

Image after diagonal filter (d) Image after average filter (e) Image after sobel-vertical filter (f) Image after sobel-horizontal filter 
 

            
a)                                 b)                                c)                                     d) 

           
e)                                 f)                                   g)                                h) 

Mammogram Image 

Horizontal –Vertical 
Filtering 

Diagonal Filtering Average Filtering Sobel –Vertical 
Filtering 

Sobel-Horizontal 
Filtering 

LBP LBP LBP LBP LBP 

3x8 Decoder 3x8 Decoder 

Histogram Histogram 

Feature Concatenation 
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i)                                   j)                                   k)                            l) 

            
m)                                 n)                                   o)                                  p) 

 

Figure 6. Decoder output images:(a), (b), (c), (d), (e), (f), (g), (h) are Images after first decoder (i), (j), (k), (l), (m), (n), (o), (p) 

are images after second decoder 

 

 
a)                               b)                                    c)                                  d) 

 
e)                                f)                                    g)                                 h) 

 

Figure 7. Each bit plane local bit plane transformed value maps. (a), (b), (c), (d), (e), (f), (g), (h) Images for each bit plane 

 

              
(a)                                  (b)                                    (c) 

 

Figure 8. First order local diagonal derivatives 

 

        
a)                                  b)                                  c)                                   d) 
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e)                              d)                                 g)                              h) 

 

Figure 9. Local directional order maps in (a) 0o (b) 45o (c) 90o (d) 135o (e) 180o (f) 225o (g) 270o (h) 315o 

 

 
 

Figure 10. Final local wavelet map of input image 

 

2.3.4 Local Directional Order Pattern (LDOP) 

In this technique local directional orders [14], are calculated 

in 8-directions i.e., 0o, 45o, 90o, 135o, 180o, 225o, 270o, 315o 

and the corresponding images are shown in Figure 9. Then 

centre pixel transformation is done to relate with the local 

directional orders. Then Histogram is performed to form the 

local directional order pattern feature vector. 

 

2.3.5 Local Wavelet pattern (LWP) 

In this technique [15] local wavelet decomposition is done 

using 1-D Haar wavelet on local neighbours. These wavelets 

transformed values are related with centre pixel value then 

converted to a binary form for local wavelet pattern. Figure 10 

shows the final local wavelet map of the input image. 

 

2.4 Feature scaling 

 

The feature vectors obtained from the above texture 

methods will have a broad range of values. Machine learning 

algorithms will work properly when these broad range of 

values are normalized. In this article, it is done by using min-

max scaler. 

 

2.5 Machine learning algorithms 

 
The feature vectors after scaling are applied to different 

machine learning algorithms like KNN, SVC, DTC, RFC, AC, 

GBC, GNB, LDA, QDA and accuracy is compared for all the 

texture methods. 

 

 

3. EXPERIMENT AND ANALYSIS 

 

Table 1 shows accuracy using different machine learning 

algorithms with different texture patterns. It can be observed 

that accuracy is the same using SVM for all the texture patterns. 

Accuracy is high using LDEP texture pattern with KNN when 

compared with other algorithms. Accuracy is the same for 

FDLBP, LBDP using DTC. The algorithms RFC, AC, GBC 

are showing the same accuracy but with different texture 

patterns. For LDA accuracy rate is same for FDLBP and LDEP. 

Other texture patterns can be implemented like local 

directional ternary pattern [16] etc. 

 

Table 1. Accuracy using different texture patterns 

 
Algorithm FDLBP LBDP LDEP LDOP LWP 

KNN 55.38 58.46 64.61 53.84 53.84 

SVC 63.07 63.07 63.07 63.07 63.07 

DTC 47.69 47.69 43.07 41.53 36.92 

RFC 55.38 61.53 56.92 56.92 53.84 

AC 58.46 58.46 46.15 61.53 53.84 

GBC 61.53 58.46 60.00 53.84 55.38 

GNB 60.00 47.69 40.00 52.30 40.00 

LDA 63.07 26.15 63.07 49.23 36.92 

QDA 44.16 64.61 55.38 33.84 58.46 

 

The accuracy for classification [17] of Mammograms can 

be improved using k-Fold cross validation [18]. Here the k 

value is 5. Table 2 shows improved accuracy by using k -Fold 

cross validation and time required to execute in sec. 

 

Table 2. Accuracy improvement using k-fold cross 

validation 

 
Model  Accuracy Run Time (in sec) 

KNN 89.63 0.02 

SVC 90.15 0.17 

DTC 90.70 0.07 

RFC 88.12 0.03 

AC 89.51 0.02 

GBC 87.76 0.27 

GNB 86.12 0.27 

LDA 88.57 0.19 

QDA 82.13 0.24 

 

Image retrieval can be done by using hybrid image 

descriptor [19, 20] i.e. combining two or more texture patterns. 

These texture patterns can be used for feature matching [21], 

for shape analysis of mammograms for mammographic 

calcification [22]. Learning various local feature descriptors 

[23] and using optimization techniques [24] classification and 

retrievel of medical images can be achieved with high 

accuracy. 

 

 

4. CONCLUSION 

 

This paper has presented the classification of Mammograms 

using different machine learning algorithms by considering 

different texture patterns as their features. Using the only 

extraction of texture patterns as feature extraction, KNN 

algorithm has achieved 64.6 as the highest accuracy. While 

considering all texture extraction methods Support vector 

Classifier gives better result. Of all the texture extraction 
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methods Frequency decoded local binary pattern (FDLBP) 

gives better texture feature patterns. The classification can be 

improved by extracting and considering more features like 

statistical properties, shape properties, etc. By using K-Fold 

cross validation the accuracy can be increased. Decision Tree 

classifier gives 90.70% accuracy when compared with other 

classifiers. 
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NOMENCLATURE 

 

FDLBP Frequency Decoded Local Binary Pattern 

LBDP Local Bit-Plane Decoded Pattern 
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LDEP 

LDOP 

Local Diagonal Extrema Pattern 

Local Directional Order Pattern 

LWP Local Wavelet Pattern 

KNN K-Nearest Neighbour Classifier

SVC Support Vector Classifier

DTC Decision Tree Classifier

RFC Random forest Classifier 

AC AdaBoost Classifier 

GBC Gradient Boosting Classifier 

GNB Gaussian Naïve Bayes 

LDA Linear Discriminant Analysis 
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