Classification of Melanoma Images Using Empirical Wavelet Transform
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ABSTRACT

Skin cancer is the most common cancer, accounting for 75% of all skin cancers worldwide. Malignant melanoma is the most invasive type of skin cancer, which is deadly. Some techniques have been investigated to diagnose skin diseases using skin tissue classification and diagnosis models and skin recognition approaches using colors based on image retrieval methods. In this regard, image processing techniques and classification methods are intelligent. The purpose of this method, diagnosing melanoma skin cancer using image processing. In the proposed method, after collecting the dataset, the boundary to separate the skin lesion from the background was specified. Then in the next step, the analysis was performed using Empirical wavelet transform (EWT). Then the color, texture, and shape features were extracted. In the next step, the feature was selected by Gray Wolf meta-heuristic algorithm using ranking models and the disease was classified into two categories, namely normal and abnormal. The database used in this study contains 594 dermatoscopic images with a resolution of 512 x 768 pixels, 476 images with normal spots, and 88 images with abnormal spots caused by melanoma. The evaluation results revealed that the proposed method had an accuracy of 97.25, indicating its significant performance compared to other methods. The contribution of the results of the proposed method can be very useful and valuable in the future for early detection of skin cancer.

1. INTRODUCTION

In recent years, skin cancer has become one of the most dangerous forms of cancer in humans. Skin cancer is the most common type of cancer, accounting for at least 40% of cancers worldwide. This type of cancer is prevalent among individuals with fair skin. The most common type is non-melanoma skin cancer, affecting at least 2-3 million persons per year. However, this is an approximate estimate since exact statistics are not available. In non-melanoma skin cancers, about 80% of cases are basal cell carcinomas, and 20% of cases are squamous cell carcinomas. Basal cell carcinoma and squamous cell carcinoma rarely lead to death. In the United States, less than 0.1% of cancer deaths are caused by this particular type of cancer. Melanoma was reported in 232,000 persons worldwide in 2012, resulting in 55,000 deaths. The highest rates of melanoma in the world are found in Australia and New Zealand. The three most common types of skin cancer have become more common in the last twenty to forty years, especially in regions where white people reside [1].

Malignant melanoma is a dangerous and deadly type of skin cancer. The definite treatment of this disease is possible when a specialist doctor can diagnose it correctly and promptly. In this case, this disease can be definitely treated with a simple incision. This method, which is an invasive method and brings the patient pain and suffering, requires sampling the wound surface [2].

Although many studies have been conducted with melanoma images to diagnose skin disease, the results of which are not satisfactory or accurate enough. Accordingly, after collecting the data set in the proposed method, the data was preprocessed by the median filter. Then, in the next step, the images of the thresholding method were classified.

Because the accurate ocular diagnosis of lesions, especially in the early stages of the disease, is challenging and impossible in some cases, the timely initiation of the treatment process has a direct impact on reducing deaths from skin cancer, so processing techniques Helping to improve the boundary is always one of the topics of recent research. The problem in this research is to present a new method for diagnosing skin lesions and classifying them.

In the next step, after analyzing the images, the experimental violet conversion was performed at three levels. Then the color, texture, and shape features were extracted. Finally, the feature selection procedure was performed using the Gray Wolf meta-heuristic algorithm, and the type of disease was classified into two categories, normal and abnormal [3].

Accordingly, after collecting the data set in the proposed method, the data was preprocessed by the intermediate filter. In the next step, the images of the threshold method were classified. Then the images were analyzed using the Empirical wavelet transform (EWT) at three levels. Then the color, texture, and shape features were extracted. Finally, feature selection procedure was performed using the Gray Wolf meta-heuristic algorithm, and the disease was classified into two
2. RELEVANT STUDIES

In 2007, Celebes et al. [4] developed a system to detect skin cancer by using dermoscopic imaging. In this study, a method was used based on the JSEG algorithm to identify lesion boundaries. Then two categories of the features, including color and texture, were extracted from the lesion using GLCM, and finally, an SVM classification was used to diagnose malignancies. This system was applied to databases containing 655 dermoscopic images, and the results revealed that the superior system had an accuracy of 90%.

In 2010, another algorithm [5] was proposed for the diagnosis of melanoma skin tumors. In this study, violet conversion was used to enhance imaging in preprocessing microscopy. A helical algorithm was used to segment the lesions, and then the features, including irregularity, asymmetry, color dispersion, and color dependence, were extracted based on the ABCD rules. The MDA_FKT conversion was used to reduce the feature dimensions, and the classification was performed using the Bayesian method. The proposed system's identification can be adjusted with a solemn style between false positive and false negative, and the results show that the false-negative rate of 1.89% is achievable at the total accuracy rate of 82.55%.

In 2013, another algorithm [6] was introduced, in which the fast intermediate filtering was used as preprocessing. Then, using the thresholding method and maximum entropy, the lesion was separated from the image using the GLCM method, and features such as contrast, correlation, and asymmetry were extracted from the image. Finally, a precursor neural network performed the classification operation. The results indicated that this algorithm had an accuracy of 88%.

In 2013, another study [7] was conducted to examine skin cancer diagnosis by both national and local methods. This research pursued two objectives: determining the best diagnostic method (global or local) and determining the best color or texture features used in the designed experiments of three different classifications of Knn, Svm, and Adaboost. Moreover, different combinations of the features were examined, and significant results were obtained. The results showed that a simple Knn classifier could achieve acceptable results, and that the color features had a better performance compared to the textile features. Furthermore, a small number of features are often sufficiently accurate for the classification and guarantee an increase in the generality of the system, compared to a large number of features. The results also showed that global and local results can be achieved from both detection methods, with the difference that the local method requires more time.

In another study in 2013 [7] the role of shape features in the classification of images in dermoscopy was investigated. The proposed algorithm consists of three steps. The image is first manually sliced by a dermatologist and automated (endowment threshold). Then four types of shape features were extracted from the binary image of the previous step. These features were then applied to an Adaboost band, and skin lesions were divided into benign and malignant. The results revealed that the SS descriptor had the best performance regardless of the type of segmentation. Moreover, with automatic sizing, the best performance was achieved by the simultaneous use of SS and MI descriptors. However, when using manual segmentation, the best performance is achieved if the SS, MI, and SR features are used simultaneously, which leads to a sensitivity of 92% and a specificity of 78% [8].

The benefits of using tissue features in diagnosing squamous cell carcinoma and HPV virus by CT imaging were examined, and the CT samples were taken from 40 patients with squamous cell carcinoma from 2009 to 2013 [9]. Furthermore, the relationship and the difference between this cancer and this virus were examined.

Kawahara et al. [10] used the hybrid neural network's pre-trained system, which is a robust network, and a method requiring no conventional segmentation was presented. The AlexNet system was used to extract the features and tested on 1300 samples, including ten different skin lesions, with an accuracy of 75%.

Deep convolutional neural networks were used to classify skin cancers rapidly [11]. The AlexNet model, which has fewer training parameters and higher accuracy, was used to extract the features, and the classification used the ECOC SVM model. This study on 3753 dermoscopic images included four types of cancer, with 82% accuracy in choosing the right type of cancer.

Wang et al. [12] designed a superficial hybrid neural network for the in-depth identification of actinic keratoses lesions. This network was based on the IOS platform. In this study, the dermoscopic images of seven skin diseases were used. This network provided a better result than other neural network models and had an accuracy rate of 92%.

3. PROPOSED METHOD

In the proposed method, after collecting data and information, the data preprocessing step is performed. Pre-processing and image quality enhancement will be performed to eliminate noise and artifacts that are added to the original image while recording data. These noises include hair, bubbles, the effect of fat on the skin, motion artifacts during recording, and other factors that the middle filter is used to remove. Then the image resizing operation is performed for better performance and data uniformity. The next step involves segmenting the images. Segmentation is one of the most important steps in image processing, because if segmentation is appropriate, the next steps will be performed with higher accuracy and efficiency [13].

Therefore, there are several methods for segmentation of medical images, which in the proposed method of thresholding to Due to the uniform pink background and the high contrast between the background and the foreground. The next step is to extract the appropriate and efficient features from different parts of the image. For this reason, in order to better extract the linear and non-linear statistical features, after segmentation by thresholding method, the experimental wavelet is divided into four layers, i.e. one approximation layer and three partial layers in three levels. Are extracted from the approximation layer. These features include shape and texture features including directional histogram algorithm and Fourier transform and gray surface correlation matrix and color features [14]. In the last step, the Gray Wolf Optimization
(GWO) algorithm is used to select the distinctive features. Finally, the optimal properties are divided into normal and abnormal categories by SVM. The flowchart of the proposed method is shown in Figure 1.

![Figure 1. Proposed method](image)

3.1 Data set

One thousand melanoma images and one thousand melanocytic mole images were selected from the collection of dermoscopic images (Human against the machine with 10000 training images, HAM10000). Figure 2 presents four images as examples of melanoma and melanocytic mole images. First, 900 images were randomly selected from each case as training data, and the remaining 100 images were considered as test data [15].

![Figure 2. Four images as an example of melanoma images](image)

3.2 Pre-processing (noise cancellation by median filter)

It is usually necessary to perform a high level of noise reduction in the image before performing the higher-level processing steps. Median filtering is a nonlinear digital filtering method often used to eliminate noise from images or signals. Image noise is usually the background for other changes and identifications on the images. The filtering operation is performed so that it regards the neighborhood around the pixel and considers the median of the numbers in that neighborhood as the conversion of that pixel. Therefore, in this step, a median filter with a 5 x 5 neighborhood is used, which is applied to the image related to the green channel, eliminates the noise inside the relevant image, and finally improves the image quality.

3.3 Image segmentation by thresholding method to detect lesion

Otsu thresholding is categorized as the subgroup of clustering-based thresholding methods. This method segments images based on the optimal threshold \( t \) to divide the image into two separate classes (black and white). The optimal threshold is to find the value of \( t \), which creates the maximum uniformity in the intensity function in both classes and minimizes the variance of the intensity distribution function in pixels between the two classes [15].

\[
\sigma_w^2(t) = \omega_1(t) \cdot \sigma_1^2(t) + \omega_2(t) \cdot \sigma_2^2(t) \tag{1}
\]

\[
\sigma_b^2(t) = \sigma^2(t) - \sigma_w^2(t) = \omega_1(t) \cdot \omega_2(t) [\mu_1(t) - \mu_2(t)]^2 \tag{2}
\]

The probability of the occurrence of class one for the desired threshold \( t \) (\( w_1(t) \)), is calculated in Eq. (3):

\[
\omega_1 = \sum_i p(i) \tag{3}
\]

The mean value for the class one is calculated by Eq. (4):

\[
\mu_1(t) = \frac{\sum_i p(i)x(i)}{\omega_1} \tag{4}
\]

where, \( x(i) \) is the value at the center of the main histogram. It can also calculate the values (\( \omega_2(t) \) and (\( \mu_2(t) \)). Now, after obtaining the initial boundary, we examine the thresholding method. Suppose we have an intensity histogram corresponding to the image \( f(x, y) \), which consists of light objects on a dark background so that the intensity levels of the pixels of the elements and the background can be considered in two separate categories. Evidently, the threshold value \( t \) must be selected to separate the two categories to separate the background objects. Accordingly, any pixel \((x, y)\) with \( f(x, y) > T \) is called an object pixel, and other points are called background pixels. In other words, the threshold image, \( g(x, y) \), is expressed in Eq. (5).

\[
g(x,y)=\begin{cases} 
 a & \text{if } f(x,y) > T \\
 b & \text{if } f(x,y) \leq T 
\end{cases} \tag{5}
\]

Thresholding is one of the most convenient image segmentation methods. By applying a thresholding method to a grayscale image, a binary image is obtained, which delineates the objects' boundaries in the image with appropriate accuracy. In the proposed method, the Otsu thresholding method was used to detect the lesion around the skin to distinguish light background and darker background. If the value \( f(x, y) \) is greater than the threshold value, which is the same as the brightness or intensity value, it is one; otherwise, it is 0 in the coordinates \( f(x, y) \).
3.4 Decomposition Empirical Wavelets Transform (EWT)

In the EMD (Empirical Mode Decomposition) method, an algorithm helps to reach the IMF of the signal; this algorithm is indeed a method for identifying the frequency components of nonlinear and non-stationary signals. However, this nonlinear algorithm’s main drawback is that it has no closed mathematical relation, so we cannot predict or even estimate the output and behavior of this algorithm. Besides, EMD is a method based on sequential and iterative calculations that usually take a long time. Sometimes we want to roughly predict the shape of our output before doing the calculations [16]. However, the EMD method does not allow us to do so under these circumstances. EWT is a new method building suitable bank filters (similar to DWT) to extract signal-forming modes. This method leads us to a new violet converter, called the Imperial Violet Transform. The most crucial difference between this conversion and EMD is that it has a closed relationship, which allows us to estimate the behavior and even the overall shape of the conversion output. Now we want to examine how this conversion behaves, as shown in Figure 3.

![Figure 3. Empirical wavelet transform method](image)

At EWT, we want the signal to be split into its constituent IMFs using transient filters designed using Meyer’s mother violet. For this purpose, we must determine the bandwidth range of the filters correctly. But how? The Fourier transform and the EMD algorithm behave similarly, so the best option to determine the bandwidth range of filters is to use the frequency spectrum obtained from the Fourier transform. The spectrum is divided so that the maximum points or peaks in the frequency spectrum represent the main components of the signal. This means that these components must be present within the filter range.

The question now is which area between the two peaks should be selected for the division. For this purpose, the lowest local maximums between two consecutive maximums are selected as the boundaries between the intervals. In the next step, having the ranges between the intervals, the two main parameters in violet conversion, namely scaling Function and Function Wavelet, are formed. As mentioned, these two functions had been rewritten according to the Violet Meyer function [17].

Having the scaling Function and Function Wavelet relationships, we can extract the Approximate coefficients and Detail coefficients of the Violet function, calculated as follows:

\[ W(I,0,p) = \tilde{\phi}(p) \tilde{\phi}(\omega) \]  

The Details-layers of the image \( I(p) \) is defined by Eq. (7):

\[ W(I,m,p) = \tilde{\phi}(p)(\omega) \tilde{\phi}(\omega_m) \]  

Finally, the inverse of a two-dimensional EWT is defined by Eq. (8):

\[ I(p) = W(I,0,p) \circ (\phi_1(p) + \sum_{m=1}^{M-1} W(I,m,p) \circ \phi_m(p)) \]

\[ \circ \text{ Operation is convolution.} \]

3.5 Feature extraction

In this section, statistical features, including shape, texture (Hog, Fourier transform, and GLCM), and color, were extracted from DWT’s surface decomposed in the previous section.

3.5.1 ABCD shape features

Feature extraction is based on ABCD skin and motion law ABCD stands for asymmetry, boundary structure, color change, and diameter, used in the proposed method to extract the morphological features of skin lesions.

(1) Boundary structure

The boundary structure can be analyzed by calculating the compact index, fractal dimensions, and edge fracture. Also, the compact index is used to measure the most popular shape of obstacles that estimate two-dimensional objects alike. However, along the boundary, this measurement is highly sensitive to noise. The CI value is determined using Eq. (9).

\[ CI = \frac{p_L^2}{4\pi A_L} \]  

(2) Fractal dimensions

The fractal dimension is an integer. For line, record, and cube, the values are 1, 2, and 3, respectively; however, in the case of fractal dimensions, it may have a fractional value. By using the box-counting method, fractal dimensions can be calculated. In the proposed method, the image is divided into boxes.

(3) Fracture of the edge

The sudden fracture of the edge is nothing but irregular borders. The lesion with irregular borders is highly different in the radial distance. Regular estimation of lesion fenes is calculated by analyzing the radial distance difference of the distribution:
where, md is the average distance, and d2 is the center point and the fence of the lesion.

3.5.2 HOG tissue features

The HOG algorithm was invented in 2005 by Naveen Dalal. The HOG algorithm is a method to extract local features in images, and it can be used in applications such as face recognition, pedestrian detection, etc. In the HOG algorithm, the input image is first divided into cells, and the gradient is calculated on the pixels of these cells according to the size (sqrt(x^2 + y^2)). In the gradients' direction, a histogram is formed for each cell, and these histograms are joined together. The result is a descriptor consisting of Gradient direction histograms. Since this descriptor focuses on gradient information, or more precisely, on edges, this algorithm is used to extract segmented features. Because it extracts the slope and direction features at the edges, 4x4 blocks are used in the proposed method to obtain them in more details.

3.5.3 GLCM features

In this section, feature extraction is performed using the Gray Surface Event Matrix (GLCM). The features included entropy, contrast, correlation, and energy. Before explaining this step, the gray surface matrix is first described. Gray surface matrix is a N x N matrix with a distance and a direction. This matrix is tabular, often combining different levels of pixel gray in an image. For example, if we have a matrix in which the number of light intensity levels is set from zero to N-1, the largest number inside the matrix is the number of rows and columns of the matrix as the gray surface of that number simultaneously. If the highest level of brightness in the corresponding image is, for example, the value of eight pixels, the gray surface matrix becomes an 8 * 8 matrix. The direction and distance defined in this matrix should be considered, and the gray surface matrix should be quantified based on these parameters [18].

According to what mentioned, the gray surface correlation matrix can be used to extract tissue features. Accordingly, in this stage, the texture features of contrast, entropy, energy, and uniformity simultaneously with the gray surface correlation matrix are extracted from inside the image segmented in the previous step. The features extracted from the matrix also include energy, contrast, uniformity, and entropy. These features are derived from Eqs. (11), (12), (13), and (14). These features are extracted for classification, which is obtained by segmenting the retinal structure and tissue analysis. These features include the texture features of contrast, entropy, and energy [19].

\[
\text{Contrast} = \frac{1}{N^2} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} (i - j)^2 p_{ij} \tag{11}
\]

\[
p_{ij} \text{ is an element of the gray event matrix. A uniformity that measures the proximity of the element distribution in GLCM compared to the GLCM diameter is mathematically represented by Eq. (12):}
\]

\[
\text{Homogenity} = \frac{\sum_{i=0}^{N-1} \sum_{j=0}^{N-1} p_{ij}}{1 + |i - j|} \tag{12}
\]

Entropy is a measure of the distribution randomness of the values of the gray surfaces of an image pixel, calculated by Eq. (13):

\[
\text{Entropy} = - \sum_i p(z_i) \log_2 p(z_i) \tag{13}
\]

The resulting energy of the image, which is the sum of the square elements in the GLCM matrix, is expressed as Eq. (14).

\[
\text{Energy} = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} p_{ij}^2 \text{Ref} \tag{14}
\]

\[
p_{ij} \text{ is an element of the gray event matrix.}
\]

3.5.4 Data normalization

To normalize features, feature normalization is usually used to achieve higher accuracy by using the same class features. To this end, Eq. (15) is used.

\[
\hat{x} = \frac{x_i - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \tag{15}
\]

where, \(x_i\) is the attribute's current value, and \(x_{\text{min}}\) and \(x_{\text{max}}\) are the minimum and maximum attribute values, respectively. The \(\hat{x}\) values are the same as the normalized features.

3.5.5 Feature selection by Gray Wolf Optimization (GWO)

Mirjalili et al. Created this algorithm in 2014. Inspired by the behavior of gray wolves, this algorithm repeats the pattern of wolf hunting and searching. Wolves live in a group called a group. They maintain a rigid hierarchy that is reflected in this algorithm. Gray wolves are divided into four groups called alpha (\(\alpha\)), beta (\(\beta\)), delta (\(\delta\)), and omega (\(\omega\)). Alpha is at the top of the hierarchy and is responsible for decision making. The group obeys the wolves’ decisions. Beta is the second level of wolf involved in helping the alpha group in decision-making and other activities. In the absence of alpha, alpha group’s responsibility is effectively handled by the beta group. Delta wolves are in the third level of the hierarchy, which includes hunters, observers, and guards. In case of any danger, they spread the warning throughout the package. Omega wolves are at the bottom. They act as stimulants and are allowed to eat only after three closed rows [20].

In this study, feature reduction was performed by GWO, the fit function of which is shown in Eq. (16).

\[
\theta = V - P \tag{16}
\]

In the above equation, \(P\) is the reciprocal monopoly between the selected features. On the other hand, \(V\) is the reciprocal monopoly between the selected attributes and the labels of the respective classes.

3.6 Classification of SVM

The kernel method, of which the support vector machine is one, consists of two parts: (a) one-part mapping the input data into the vector space called the feature space, and (b) another part called the learning algorithm discovering linear patterns in the concerned feature. Input data is written in a larger dimension using core functions so that the similarity measurement criterion can be determined based on internal parameters. The linear classifier is described only based on the internal parameters of the data used in this method.
4. EXPERIMENT RESULTS

The tests were performed on the data set by MATLAB 2019 software, 4G RAM, and a seven-core CPU. In the following, several criteria (namely accuracy, sensitivity, and specificity) are introduced to measure the proposed algorithm's performance in classifying images. Then the proposed method is compared with other methods.

4.1 Preprocessing and segmentation results

In this section, the preprocessing and segmentation results of the proposed method are shown in Figure 4.

![Figure 4. Pre-processing and segmentation](image)

As shown in Figure 4, after applying the median filter on the image and applying the edge filter on the image, a binary image is obtained in the next step, which has led to a perfect segmentation of the image. However, this process takes place on all available data on melanoma.

4.2 Decomposition by EWT results

In this section, the results of segmented image analysis by EWT are presented. Decomposition by EWT is performed by four coefficients of approximation, horizontal component, vertical and diagonal. This makes it possible to extract better features at the degraded partial levels, which significantly affects the classification performance. It should be noted that the third level carried out the decomposition. Figure 5 shows such a breakdown.

In Figure 5, in the proposed method, the layers decomposed by the Mir filter bank and the Littlewood-Paley conversion are presented.

Also, shown in Figure 6, uniform convergence is achieved after repeating the function 160 times. This leads to the selection of optimal features.

![Figure 5. Decomposed image by EWT](image)

![Figure 6. Fit function of proposed method](image)

4.3 Results of the proposed method classifications

In this section, the proposed method is compared with different classifications, as illustrated in Figure 7.

The proposed method achieves the best performance by using the SVM classifier. The same decision tree is in the second place in the classification process in terms of speed. The KNN method is in the third place, and New Business is ranked last since it usually provides better results for multi-class classification, which has a lower performance compared to the other categories. Table 1 compares other criteria for different categories.
Figure 7. Performance of different classifications using the proposed method

Table 1. Compares other criteria for different categories

<table>
<thead>
<tr>
<th>Technique</th>
<th>Melanoma Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Classifier</td>
</tr>
<tr>
<td>Proposed method with all features</td>
<td>Decision Tree</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
</tr>
<tr>
<td></td>
<td>KNN</td>
</tr>
<tr>
<td></td>
<td>Naïve Bayes</td>
</tr>
<tr>
<td>Proposed method with dimensional reduction</td>
<td>Decision Tree</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
</tr>
<tr>
<td></td>
<td>KNN</td>
</tr>
<tr>
<td></td>
<td>Naïve Bayes</td>
</tr>
</tbody>
</table>

4.4 Results of the proposed method classifications

In this section, the proposed method is compared with other methods [21-25], as shown in Figure 8.

Figure 8. Compare the proposed method with other methods

As presented in Figure 8, the proposed method has an outstanding performance compared to other methods. This is while the closest method to the proposed method is the method [23], which is also considered as the average accuracy.

5. CONCLUSION

In the present study, a new method using cancerous skin images to classify images was proposed to identify skin lesions and develop a highly functional imaging system. In this method, image analysis was used by EWT, which had an efficient effect on the feature extraction problem by the analyzed layers. In the next step, with the help of combining shape and texture features, the images’ features were extracted. Then, after reducing the dimensions, Melanoma images were classified accurately. In future work, the EWT method can be tested with other parameters and Wavelet transformations.
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