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ABSTRACT
Clustering of high-dimensional biological big data is incredibly difficult and challenging task, as the data 
space is often too big and too messy. The conventional clustering methods can be inefficient and ineffec-
tive on high-dimensional biological big data, because traditional distance measures may be dominated by the 
noise in many dimensions. An additional challenge in biological big data is that we need to find not only the 
clusters of instances (genes), but also for each cluster a set of features (conditions) that manifest the cluster. 
In this paper, we propose an ensemble clustering approach with feature selection and grouping for clustering 
high-dimensional biological big data. It uses two well-approved clustering methods: (a) k-means clustering 
and (b) similarity-based clustering. This approach selects the most relevant features in the dataset and group-
ing them into subset of features to overcome the problems associated with the traditional clustering methods. 
Also, we applied biclustering on each cluster that generated by ensemble clustering to find the sub-matrices in 
the biological data by the mean squared residue scores. We have applied the proposed clustering method on 
unlabeled genomic data (148 Exome datasets) of Brugada syndrome to discover previously unknown data pat-
terns. Experiments verify that the proposed clustering method achieved high performance clustering results on 
high-dimensional biological big data.
Keywords: biclustering, biological big data, brugada syndrome, clustering, high-dimensional data.

1  INTRODUCTION
Biological big data mining is a challenging task to discover hidden patterns/knowledge in the data 
and handle the complexity of information with a reasonable accuracy. In general, the biological data 
is big (Petabyte even Exabyte), which represent the information of biological systems, including 
clinical and genomic data, molecular imaging and pathways, and different populations of people [1]. 
Biological big data can be especially useful in health care for disclosing genetic contributions to 
disease [2]. Biological data is much more heterogeneous and take less than a year to double in size 
[3]. The amount of genetic sequencing data from the Human Genome Project (HGP) turns into big 
data in every passing year [4]. Biological big data mining is a multidimensional view that follows: 
accuracy, completeness, consistency, timeliness, believability, and interpretability. Recently, data 
mining tools and techniques bring computational intelligent researchers into data analysis methods 
for analyzing biological big data that enable us to understand the basic biological/biomedical mech-
anisms and how the results can be applied in the future research of the bioinformatics field [5].

Clustering of high-dimensional big data is a difficult task. The most conventional clustering algo-
rithms fail to generate meaningful results because of the inherent sparsity of the data space [6,7]. 
Many real-world data sets consist of a very high-dimensional feature space such as bioinformatics 
or web mining, where dimensionality of the feature space can be as high as a few thousands. For 
example, if a data set has 1,000 dimensions and we want to find clusters of dimensionality 10, then 
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there are ( 1000
10

)= 2.63×1023 possible subspaces [8]. Clustering of high-dimensional data can be clas-
sified into two categories: (a) subspace clustering, and (b) dimensionality reduction method. In 
high-dimensional data, subspace clustering tries to find clusters in existing subspaces using a subset 
of features in the full space [9], while the dimensionality reduction method constructs a new space 
instead of using subspaces of the original high-dimensional data. It tries to construct a much 
lower-dimensional space and search for clusters in such a space. It is effective in image processing, 
but computationally costly for big data.

In this paper, we have proposed an ensemble clustering with feature selection and grouping for clus-
tering high-dimensional biological big data. The ensemble method uses k-means and similarity-based 
clustering. We have applied data pre-processing and feature selection techniques to select most relevant 
features in the data and grouping them into subset of features. We used unsupervised feature selection 
approach based on measuring similarity between features by maximum information compression 
index. Then, we cluster the biological data using ensemble clustering. Finally, the biclustering method 
is applied on each cluster that generated by ensemble clustering to find the sub-matrices in biological 
data by the mean squared residue scores. We have tested the proposed method on the 148 Exome 
unlabeled data sets to cluster the DNA variants for Brugada syndrome (BrS). BrS is a genetic disease 
that increases the risk of sudden cardiac death (SCD) at a young age.

The remaining of the paper is organized as follows. In Section 2, we review the k-means and similar-
ity-based clustering. In Section 3, we present the ensemble clustering with biclustering algorithm. 
In Section 4, we demonstrate the performance of ensemble clustering. Section 5, concludes the 
paper with some remarks.

2  CLUSTER ANALYSIS
Clustering is the process of grouping instances into clusters so that instances within a cluster have 
high similarity in comparison to one another, but are very dissimilar to instances in other clusters 
[10]. Similarities and dissimilarities of instances are based on the predefined features of the data. Let 
X be the unlabeled data set, that is,

	
X x x xN= { }1 2, , ... � (1)

The partition of X into k clusters, C1 , . . ., Ck, so that the following conditions are met in eqns 
(2)–(4).

	 Ci i k≠ ∅ =, , ...,1 � (2)

	 ∪i
k

iC X= =1 � (3)

	 C C i j i j ki j∩ = ∅ ≠ =, , , , ...,1 � (4)

A similarity measure (SM), sim(xi, xl ), defined between any two instances, xi , xl ∈ X, and an 
integer value k, the clustering problem is to define a mapping f : X → 1, · · · , k, where each instance, 
xi is assigned to one cluster Ci, 1 ≤ i ≤ k. Given a cluster, Ci , ∀xil , xim ∈ Ci , and xj œCi , sim(xil , xim) 
> sim(xil , xj ), which together satisfy the following requirements: (1) each cluster must contain at 
least one instance, and (2) each instance must belong to exactly one cluster [11]. A distance measure 
(DM), dis(xi , xl ), where xi , xl ∈ X , as opposed to similarity measure. Let’s consider the well-known 
Euclidean distance between two instances in Euclidean space in eqn (5).
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where, xi = (xi1 , xi2 , · · · , xim ) and xl = (xl1 , xl2 , · · · , xlm ) are two instances in Euclidean m-space.

2.1  K-Means Clustering

The k-Means clustering defines the centroid of a cluster, Ci as the mean value of the instances {xi1 , 
xi2, · · · , xiN} ∈ Ci. It proceeds as follows. First, it randomly selects k instances, {xk1, xk2, · · · , xkN} 
∈ X each of which initially represents a cluster mean/center. For each of the remaining instances, xi 
∈ X , xi is assigned to Ci to which it is more similar, based on the eqn (5) between the instance and 
the cluster mean. It then iteratively improves the within-cluster variation [12,13]. For each cluster, 
Ci , it computes the new mean using the instances assigned to the cluster in the previous iteration. All 
the instances, xi ∈ X are then reassigned into clusters using the updated means as the new cluster 
centers. The iterations continue until the assignment is stable. The cluster mean of Ci = {xi1, xi2, · · ·, 
xiN} is defined in eqn (6).

	 Mean C
x

Ni

ijj

N

= = =∑ ( )
1 � (6)

In k-Means, the initial cluster means are assigned randomly. It is not guaranteed to converge to the 
global optimum and often terminates at a local optimum [14,15]. Algorithm 1 outlines the k-Means 
clustering method.

2.2  Similarity-Based Clustering

A similarity-based clustering method (SCM) is an effective and robust clustering approach based on 
the similarity of instances [16,17]. The instances in SCM can self-organize local optimal cluster num-
ber and volumes without using cluster validity functions. Let’s consider sim(xi, xl) as the similarity 

Algorithm 1 k-Means Clustering

Input: X = {x1, x2 · · · , xN} // A set of unlabeled instances.

k // the number of clusters
Output: A set of k clusters.
Method:

1: �arbitrarily choose k number of instances, {xk1, xk2 , · · · , xkN} ∈ X as the initial k 
clusters center;

2: repeat
3: �(re)assign each xi ∈ X → k to which the xi is the most similar based on the mean 

value of the xm ∈ k;
4: �update the k means, that is, calculate the mean value of the instances for each cluster;
5: until no change

measure between instances xi and the lth cluster center xl . The goal is to find xl to maximize the 
total similarity measure as shown in eqn (7).
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Where, f (sim(x
i , xl )) is a reasonable similarity measure and C = {C1 , · · · , Ck }.

In general, SCM uses feature values to check the similarity between instances. However, any suitable 
DM can be used to check the similarity between the instances. Algorithm 2 outlines the SCM.

3  CLUSTERING BIOLOGICAL BIG DATA
In this paper, we have proposed an ensemble clustering with feature selection and grouping method for 
clustering high-dimensional biological big data. To cluster the biological big data, we follow the steps 
as shown in Fig. 1.

Algorithm 2 Similarity-based Clustering

Input: X = {x1 , x2 , · · · , xN } // A set of unlabeled instances.

Output: A set of clusters, C = {C1 , C2 , · · · , Ck }.
Method:

1: C = ∅;
2: k = 1;
3: Ck = {x1 };
4: C = C ∪ Ck ;
5: for i = 2 to N do
6:  for l = 1 to k do
7:    find the lth cluster center xl ∈ Cl to maximize the similarity measure, sim(xi, xl);
8:  end for
9:  if sim(xi , xl ) ≥ threshold_value then

10:    Cl = Cl ∪ xi

11:  else
12:    k = k + 1;
13:    Ck = {xi};
14:    C = C ∪ Ck ;
15:  end if
16: end for

3.1  Data pre-processing

It transforms raw data into an understandable format for further processing, which includes several 
techniques: (a) data cleaning, (b) data integration, (c) data transformation, (d) data reduction, and (e) 
data discretization. Data cleaning is the process of dealing with missing values. Data integration 
merges data from different multiple sources into a coherent data store like data warehouse or inte-
grate metadata. Data transformation includes the followings: (a) normalization, (b) aggregation, (c) 
generalization, and (d) feature construction. Data reduction obtains a reduced representation of data 
set (eliminating redundant features/ instances). Data discretization involves the reduction of a num-
ber of values of a continuous feature by dividing the range of feature intervals.
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3.2  Feature selection and grouping

Feature selection is the process of selecting a subset of relevant features d from a total of D original 
features for following three reasons: (a) simplification of models, (b) shorter training times, and (c) 
reducing overfitting [18]. It is a form of search based on a given optimization principal that improves 
the performance of the mining model. In biological data, features may contain false correlations and 
the information they add is contained in other features. In this paper, we have applied an unsuper-
vised feature selection approach based on measuring similarities between features by maximum 
information compression index [19]. We have quantified the information loss in feature selection 
with entropy measure technique. After selecting the subset of features from the data, we have 
grouped them into two groups: nominal and numeric features.

3.3  Ensemble clustering

Ensemble clustering is a process of integrating multiple clustering methods to form a single strong 
clustering approach that usually provides better clustering results [20]. It performs more effectively 
in high-dimensional complex data. It generates a set of clusters from a given unlabeled data and then 
combines the clusters into final clusters to improve the quality of individual clustering. Generally, 
three strategies are applied in ensemble clustering: (a) using different clustering algorithms on the 
same data set to create heterogeneous clusters, (b) using different samples/subsets of the data with 
different clustering algorithms to cluster them to produce component clusters, and (c) running the 
same clustering algorithm many times on same data set with different parameters or initializations 
to create homogeneous clusters. The main goal of the ensemble clustering is to integrate component 
clustering into one final clustering with a higher accuracy. In this paper, we have used an ensemble 
clustering by employing k-means and similarity-based clustering. We have applied k-means algo-
rithm on numeric features of data set and similarity-based algorithm on nominal features of data set. 
Finally, we have merged the clusters into final clusters.

Figure 1: Pattern extracting process from biological big data.
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3.4  Biclustering

Let X = {x1 , x2 , · · · , xn} be a set of instances, A = {a1 , a2 , · · · , am} be a set of features and E = [eij] 
be a data matrix, where 1 ≤ i ≤ n and 1 ≤ j ≤ m. A submatrix I ×  J is defined by a subset I ⊆ X of 
instances and a subset J ⊆ A of features. The mean of the ith row and the jth column for submatrix 
I × J is shown in eqns (8) and (9), respectively.

	 e
e

JiJ

ijj J= ∈∑
| |

	 (8)

	 e
e

IIj

iji I= ∈∑
| |

	 (9)

So, the mean of all elements in the submatrix I × J is shown in eqn (10).

	 e
e

I J

e

I

e

JIJ
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| || | | | | |
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We can define the residue score of eij in a submatrix EI J by eqn (11).

	 residue e e e e eij ij iJ Ij IJ( ) = − − + 	 (11)

In a bicluster, the quality of a submatrix is measured by the mean squared residue score as shown 
in eqns (12) and (13).

	
H I J

e e e e

I J

ij iJ Ij IJi I j J( , )
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| || |
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H I J
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If H (I , J ) ≤ δ, where δ ≥ 0 is a threshold, then the submatrix I × J is a δ-bicluster. The submatrix 
I × J will be a perfect bicluster with coherent values, if δ = 0. We can specify the tolerance of average 

Algorithm 3 δ-Biclustering

Input: E, a data matrix and δ ≥ 0, the maximum acceptable mean squared
residue score.
Output: EI J , a δ-bicluster that is a submatrix of E with row set I and column set J , with a score 
no longer than δ.
Initialization: I and J are initialized to the instance and feature sets in the data and EI J = E.
Deletion phase:

1: compute eiJ for all i ∈ I , eI j for all j ∈ J , eI J , and H (I , J );
2: if H (I , J ) ≤ δ then
3:  return EI J ;
4: end if
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5: find the rows i ∈ I with J d i
e e e e
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6: find the columns j ∈ J with d i
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7: remove rows i ∈ I and columns j ∈ J with larger d;
Addition phase:

1: compute eiJ for all i, eI j for all j, eI J , and H (I , J);

2: add the columns j ∈/ J with 
( )

| |
( , );

e e e e

I
H I J

ij iJ Ij IJi I
− − +

≤∈∑ 2

3: recompute eiJ , eI J and H (I , J);

4: add the rows i ∈/ I with 
( )

| |
( , );

e e e e

J
H I J

ij iJ Ij IJj J
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5: for each row i ∈/ I do

6:  if 
( )

| |
( , );

e e e e

J
H I J

ij iJ Ij IJj J
− − +

≤∈∑ 2

7:    add inverse of i;
8:  end if
9: end for

10: return EI J;

noise per element against a perfect bicluster by setting δ > 0. Algorithm 3 outlines the δ- biclustering 
method.

4  EXPERIMENTS
In this study, we have focused on BrS genetic disease for the molecular genetic clustering. We have 
used 148 unlabeled Exome data sets, which is the part of the genome formed by exons. An exon is any 
DNA sequence within a gene. Exome consists of all DNA that is transcribed into mature RNA. Each 
Exome data set contains 147 features (feature values are numeric and nominal). There are total 19,687 
variants in 148 Exome data sets and among these variants 17,795 variants satisfy the gene panel of BrS. 
Finally, after data pre-processing, we have only 2,143 variants that satisfy BrS that is shown in 
Fig.  2. We have grouped the BrS variants into five clusters using the proposed ensemble clustering 
that are shown in Fig. 3. Then, we have applied δ-Biclustering using Algorithm 3 on each cluster to 
find the data pattern in Exome data sets.

5  CONCLUSIONS
No single clustering method is optimal. Different clustering methods may produce different clus-
ters, because they impose different structure on data set. Ensemble clustering performs more effectively 
in high-dimensional biological data, and it is a good alternative when facing cluster analysis prob-
lems. In this paper, we have proposed an ensemble clustering using k-means and similarity-based 
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Figure 2: Unlabeled 148 Exome data sets of BrS.

Figure 3: Distribution of BrS variants in clusters using proposed ensemble clustering.

clustering. Also, we have applied Biclustering on each cluster that is generated by ensemble clustering, 
not on the full data set. In future work, soft clustering will be associated with the ensemble model 
for clustering the biological data.
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