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With the rapid growth of the global economy, the automatic recognition of financial bills 

becomes the primary way to reduce the burden of the traditional manual approach for bill 

recognition and classification. However, most automatic recognition methods cannot 

effectively recognize the handwritten characters on financial bills, especially when the bills 

come from different financial companies. To solve the problem, this paper fully explores the 

bill system in banks and the operations of bill number recognition, and then develops a 

hybrid classifier based on deep convolutional neural network (DCNN) and support vector 

machine (SVM), with the aim to recognize the handwritten numbers on financial bills in 

different domains. The DCNN with different channels was adopted to effectively mine the 

local handwritten numbers on financial bills from varied sources. Then, the extracted 

information was fed to the SVM to realize accurate classification of numbers. Our method 

makes full use of the distribution difference between information in different fields, and 

adapts to different fields based on the parameter sharing mechanism. Experimental results 

show that our method can recognize the handwritten numbers on financial bills more 

accurately (>3%) than benchmark methods. 
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1. INTRODUCTION

The application of artificial intelligence in finance blurs the 

boundaries between digital economy and traditional economy. 

Modern techniques like blockchain and cryptocurrency 

provide novel solutions to financial economy, and unveil a 

brand-new digital future with infinite possibilities. 

With the development of the economy and the proliferation 

of financial services, the automatic recognition of financial 

bills has become an important task of banks and other financial 

institutions in the pursuit of informatization and 

electronification. Traditionally, the bank system handles 

various bills manually. The manual processing is slow and 

prone to errors. 

Thanks to advanced electronic hardware and image 

recognition algorithms, banks today can read the bill 

information quickly, and management the entered information, 

ensuring the smoothness of business transactions in the 

financial system [1]. However, it remains a technical difficulty 

to recognize the key contents on the bills quickly and 

accurately. The common solution is to scan the bill with a 

high-speed scanning device, import the scan image into 

computer, and pinpoint and extract the area of important 

information, especially the amount, from that image [2]. But 

the figures in the amount, which is usually handwritten, is very 

difficult to segment. After all, each person has his/her own 

writing style, the handwriting often involves lots of ligatures, 

and the amount contains multiple figures [3].  

To overcome the difficulty, many scholars have 

investigated handwriting recognition, and provided tools with 

good recognition accuracy, such as neuro-fuzzy system (NFS), 

support vector machine (SVM), and deep learning classifiers 

[4, 5]. Despite these efforts, the handwritten numbers on 

financial bills from various sources are still an open challenge. 

New techniques and methods need to be developed to further 

improve the recognition accuracy, operating time, and 

calculation complexity. 

In computer vision, convolutional neural network (CNN) is 

widely used in recognition tasks [6]. The CNN is a 

feedforward network invariant to displacement and distortion, 

and therefore good at recognizing numbers. Deep 

convolutional neural network (DCNN) contains more layers 

and a more complex hierarchical structure than CNN [7]. This 

network needs to be trained with more data, and utilized with 

deep learning algorithms, which reduce the workload of 

manual operations. The feature learning ability of DCNN 

increases with the number of hidden layers. The application 

principle of DCNN in machine learning is the same as that of 

traditional CNN: convolution layers and max-pooling layers 

are arranged alternatively, followed by several fully-

connected layers. The DCNNs with such a structure include 

AlexNet [8], ZFNet [9], VGGNet [10], GoogLeNet [11], and 

ResNet [12]. 

This paper presents a hybrid recognition framework for 

handwritten numbers on financial bills, which couples DCNN 

with SVM. The images containing handwritten numbers were 

selected from the bill number dataset of multiple financial 

companies, and the image features were extracted with the 

CNN. Then, the extracted numbers were recognized by the 

SVM. By contrast, most previous studies are based on 
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manually extracted features. The manual feature extraction is 

a tedious process requiring human expertise, failing to 

optimize efficiency and recognition accuracy at the same time. 

The handling of irrelevant features might increase the 

computing load, and reduce the recognition performance. In 

this paper, the features are directly retrieved from the original 

images by non-manual method, which eliminates the need for 

collecting prior knowledge or details on feature design. In 

addition, the CNN ensures that the topology information in the 

input is invariant to basic transforms like rotation and 

translation, and outshines the conventional multilayer 

perceptron (MLP) model in the handling of complex problems. 

That is why the CNN was adopted to extract and segment the 

key points of handwritten numbers from different sources. 

The main contributions of this paper are as follows: 

(1) Considering the existing recognition methods for 

handwritten numbers on multi-domain financial bills, this 

paper puts forward a hybrid CNN-SVM framework, and 

improves the domain adaptability based on the multi-domain 

model sharing mechanism. The CNN was adopted to 

effectively extract the features from handwritten number 

images. These features were applied to SVM recognition, 

which helps to improve recognition accuracy, shorten 

operating time, and reduce computing complexity. 

(2) The traditional method of manual feature extraction is 

inefficient and inaccurate in recognition. To solve the defects, 

this paper proposes a key point extraction and segmentation 

method for handwritten numbers on financial bills from 

various domains. The proposed method effectively simplifies 

the recognition of overlapping, broken, and joined numbers, 

despite the variation in personal writing style. 

(3) The simulation results show that our method is 3% more 

accurate than the state-of-the-art models, and capable of 

accurately recognizing the financial bills from different 

domains. In addition, our method also boasts high stability and 

low complexity. 

The rest of this paper is organized as follows: Section 2 

reviews the relevant research in this field; Section 3 extracts 

and segments the key points from financial bills in different 

domains; Section 4 verifies our method through simulation; 

Section 5 summarizes the findings and discusses the future 

research. 
 

 

2. LITERATURE REVIEW 

 

In 1995, the SVM was applied to the optical character 

recognition (OCR) of handwritten numbers for the first time 

[13]. Since then, SVM classifiers have become the default 

choice for various supervised classification problems, namely, 

character recognition [14], face detection [15], and target 

recognition [16]. For example, Shareef and Altayar [17] 

studied the feature extraction of handwritten numbers with the 

SVM. 

In recent years, the CNN has achieved good results in 

handwritten number recognition. For example, King et al. [18] 

recognized more than 98% of handwritten numbers in MNIST 

database with the CNN. Memon et al. [19] merged multiple 

CNNs into an integrated network, which achieved a high 

accuracy of 98.73%. Jiang and Learned-Miller [20] expanded 

the early 7-layer CNN into a 35-layer network, and increased 

the recognition accuracy to 99.70%. Torres et al. [21] 

developed a three-layer deep belief network for handwritten 

number recognition, based on the greedy algorithm. Using the 

CNN, Echegaray et al. [22] recognized the feature map on the 

bending directions of outdoor handwritten Chinese characters. 

Romanuke [23] designed a feature extractor for MNIST 

database based on the structure of the CNN. 

The impressive performance of the CNN in Dayyeh’s 

research [24] fully demonstrates the effectiveness of the 

network in feature extraction. Therefore, this paper aims to 

create a deep learning method for handwritten number 

recognition, drawing on the deep feature extraction ability of 

the CNN, and the structural risk minimization ability of the 

SVM. Both abilities have been proved in various fields [25, 

26]. 

The fusion of CNN and SVM is very useful in handwritten 

number recognition. For example, Katib and Medhi [27] 

integrated CNN with SVM to recognize the numbers in 

MNIST database. Phinyomark et al. [28] combined hidden 

Markov model (HMM) with CNN into a hybrid model to 

recognize the house numbers from street view images. Wan et 

al. [29] proved that the CNN-SVM hybrid model greatly 

improves the recognition accuracy of handwritten numbers. 

 

 

3. EXTRACTION AND SEGMENTATION OF MULTI-

DOMAIN BILLS 

 

3.1 Extraction and segmentation of bill images  

 

As mentioned in the Introduction, our handwritings often 

contain lots of ligatures. This leaves many redundant strokes 

between characters, making it difficult to segment bill 

characters. Therefore, this paper puts forward a novel way to 

extract and segment characters: 

Step 1. For a particular type of bill, the amount and the 

identity (ID) number should be filled into fixed areas with 

fixed sizes. Based on prior knowledge, two relatively large 

areas were extracted corresponding to the two information. 

Step 2. The extracted image areas were binarized. 

Step 3. The grid size was determined based on the physical 

information of the bill. Then, horizontal and vertical 

projections were implemented to find the boundaries of the 

grids for the amount area and the ID number area. 

Step 4. The maximum area of each character was estimated 

in turn. During handwriting, the maximum area of each 

character is slightly larger than the original grid. Within the 

maximum area, a vertical projection value was calculated. The 

width and value of the vertical projection determine whether 

the grid is empty or filled with a character. If it is empty, the 

grid was not processed.  

In general, the first grid in a character area is filled with the 

currency symbol ¥. For any other grid in that area, the grid was 

defined as the point with the largest vertical projection value, 

and the middle black block was found on the corresponding 

vertical projection line. Then, the black block was treated as 

the connected area of the character at the starting point, using 

the template A in Figure 1. 

 

 
 

Figure 1. Template A 
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In Figure 1, the middle black block is the current color block, 

which is a part of the character. Whether the current point has 

any adjacent black block could be judged by the gray dots 

around. The adjacent black blocks were found and recorded. 

Then, each adjacent black block was taken as the center to find 

its adjacent black blocks. The search was terminated when no 

more adjacent black block could be found. In this way, the 

maximum area of the estimated character was determined in 

the connected area, and the image on the corresponding 

connected area was obtained, solving the difficulty in 

recognizing overlapping characters. 

 

 
 

Figure 2. Template B 

 

However, template A could not easily segment broken 

characters. Thus, template B in Figure 2 was introduced to 

discover the black blocks that are not adjacent to the current 

block, but belong to the same character as the latter. This 

template can effectively segment broken characters. 

Step 5. The joined characters were segmented. The 

characters were divided into the minimum vertical projection 

values at the horizontal position, based on the vertical 

projection of the common part of the characters. Figures 3 and 

4 provide the example financial bills, and the binarized and 

segmented images on the amount area, respectively. 

 

 

 

 
 

Figure 3. Original images on financial bills 
Note: ①Date of issuance (handwritten in the format of Y/M/D); ② 

Number of issuer account (printed); ③ Payee (printed); ④ Password (printed); 

⑤ RMB (handwritten); ⑥ Reviewer (printed); ⑦ Line number (printed); ⑧ 

Name of payment bank (printed); ⑨  Purpose (printed); ⑩  Bookkeeper 

(printed) ⑪ Signature of the issuer (seal)  

 
 

Figure 4. Binarized and segmented images on amount area 

 

3.2 Feature extraction  

 

Feature preprocessing of data helps to improve the learning 

of neural network, enhancing its ability to differentiate 

between classes of data. Normally, feature preprocessing 

reduces the computing complexity by extracting features 

through transforms (e.g., Z-transform), or dimensionality 

reduction, namely, principal component analysis (PCA) and 

T-distributed Stochastic Neighbor Embedding (tSNE), to 

convert high-dimensional data to low-dimensional feature 

space, while retaining the key information [30]. 

Since the numbers on financial bills are handwritten, this 

paper extracts features based on both statistical features and 

character structure. Specifically, each selected bill image was 

covered with k grids. The value of k determines the effect of 

the CNN on the bill image. The larger the k value, the greater 

the number of model parameters, and the more the extracted 

features. After k was determined, the features were 

constructed as per k value and character features. Let (f1) be 

the feature of the number of pixels belonging to k as a 

proportion of the entire character. Then, we have: 

 

𝑓𝑖,1 =
𝑛𝑖

𝑁
  (1) 

 

where, the subscript is the specific number of k; N is the 

number of character features in the grid; f1 is the number of 

pixels in 𝑓𝑖,1 =
𝑛𝑖

𝑁
 grids. Hence, the numbers in the bill image 

were divided into individual key points by the grids. Then, the 

eigenvector of each grid was extracted for model learning. 

Here, two features are adopted to represent the fitting vector i, 

ni: 

 

𝑓𝑖,2 =
2𝑏𝑖

1+𝑏𝑖
2   𝑓𝑖,3 =

1−𝑏𝑖
2

1+𝑏𝑖
2  (2) 

 

where, 𝑓𝑖,2 =
2𝑏𝑖

1+𝑏𝑖
2  is the eigenvector of the bi-th 𝑓𝑖,3 =

1−𝑏𝑖
2

1+𝑏𝑖
2 

grid. The angle between the two features was set to θ=0, π/5, 

3π/10, 2π/5, 3π/5, 7π/10, 4π/5, 9π/10. The corresponding bi 

values were 0, 0.3249, 0.7265, 1.3764, 3.0777, -1.3764, -

0.7265, and -0.3249. 

To verify its effectiveness, our feature extraction method 

was applied to 2,000 financial bills. The 2828 original single-

character images were processed by 167 grids, producing 

163=48 eigenvalues. Then, the 60k features of the 2,000 bills 

were reduced to 3k. 

 

 

4. HYBRID CLASSIFIER 

 

This section describes the process of recognizing 

handwritten numbers in financial bills with the DCNN-SVM 

hybrid classifier, which combines the merits of SVM and 

neural network in classification. 

The CNN, composed of multiple fully-connected layers, 
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implements a supervised learning mechanism, and works 

similarly to humans. The network can learn local invariant 

features excellently, and extract the most discriminative 

information from the original number images. In the CNN, the 

output of each layer serves as the input of the next layer. 

Effective sub-regions could be calculated from the original 

number image, using the receptive fields of the CNN. 

The SVM separates different types of data elements with a 

hyperplane, thereby representing multidimensional datasets. 

The SVM classifier could minimize the generalization error of 

unknown data, and perform well on multivariate classification. 

Its performance is not greatly affected by the noises in the data 

[31]. 

 

4.1 Single-channel DCNN 

 

The proposed single-channel DCNN has two network 

streams: Scl and Scom (Figure 5). The former helps to identify 

the region of the object; the latter ensures the discovery of all 

these regions. 

 

 
 

Figure 5. Single-channel DCNN  

 

For the first network flow, the CNN contains classic 

optimization techniques like pooling and dropout. The 

network is followed by three fully-connected layers, which 

were connected to the loss function. The parameters of the 

three layers were shared with the following neural networks. 

The soft mask [32] was adopted to configure the importance 

of each parameter. This function reflects the regions on the 

input image that support network prediction, and monitors the 

attention during network training for interesting tasks. Thus, 

the network prediction will focus on the region of interest. This 

is realized by training the soft mask in an end-to-end manner. 

In addition, the soft mask was optimized by the latest Mish 

activation function, before being imported to the CNN of the 

second network flow. 

Besides, the idea of ResNet was referred to prevent 

vanishing gradients. The parameters of the CNN of the first 

network flow were shared with that of the second network 

flow, e.g., Scl in Figure 5. The sharing makes the soft mask 

more complete, accurate, and suitable for segmentation. For a 

given image I, the activation function of unit k on level l in Scl 

is denoted as fl,k. Then, the gradient of the classification 

probability for a class c from the ground truth label was 

calculated relative to the activation map fl,k. The calculated 

gradients were diverted back to the global average pooling 

layer to obtain the importance weight of each node 𝜔𝑙,𝑘
𝑐 : 

 

𝜔𝑙,𝑘
𝑐 = 𝐺𝐴𝑃 (

𝜕𝑠𝑐

𝜕𝑓𝑙,𝑘

) (3) 

 

where, GAP(·) is the global average pooling. After the end of 

parameter update, backpropagation was performed to obtain 

𝜔𝑙,𝑘
𝑐 , which indicates the importance of activation map fl,k in 

support of the prediction of class c. Taking weight matrix ωcas 

the kernel, two-dimensional (2D) convolution was applied on 

the activation map matrix fl to integrate all activation maps. 

After that, Mish operation [33] was conducted to obtain the 

soft mask AC that supports online training: 

 

𝐴𝐶 = 𝑀𝑖𝑠ℎ(𝑐𝑜𝑛𝑣(𝑓𝑙 , 𝜔𝑐)) (4) 

where, fl is the last convolution. The trainable AC was used to 

generate the soft mask for the original input image, revealing 

the spatial details of the image features in advanced semantics. 

Then, the regions I*c in class c that interest the network can be 

obtained by: 

 

𝐼∗𝑐 = 𝐼 − (𝑇(𝐴𝑐) ⊙ 𝐼)  (5) 

 

where, ⊙  is the element-wise multiplication; T(Ac) is a 

masking function based on threshold operation. To make it 

differentiable, T(Ac) value was approximated by sigmoid 

function: 

 

𝑇(𝐴𝑐) =
1

1+𝑒𝑥𝑝(−𝜔(𝐴𝑐−𝜎))
  (6) 

 

where, σ is a threshold matrix whose elements are all equal to 

σ; ω is the scale parameter ensuring that T(Ac)i,j is 

approximately 1, when (Ac)i,j is greater than σ or 0. 

Then, the class prediction probability was obtained with I*c 

as the input to Scom. Our goal is to guide the network to focus 

on the regions of interest. Therefore, the I*c operation should 

cover as few features in the target class as possible, that is, the 

areas other than the high response area in the soft mask region 

must not contain single pixels that trigger the recognition of 

class c targets. From the angle of loss function, this is 

equivalent to minimizing the prediction probability for I*c to 

belong to class c. To realize this goal, the loss function was 

designed as: 

 

𝐿am =
1

𝑛
∑  𝑠𝑐

𝑐 (𝐼∗𝑐)  (7) 

 

where, sc(I*c) is the prediction probability for I*c to belong to 

class c; n is the number of ground truth labels of image I. The 

final global loss function Lself was established by adding up the 

classification losses Lcl and Lam: 

 

𝐿self = 𝐿cl + 𝛼𝐿am  (8) 

 

 

 

 

 

 

Input Image CNN

Stream Scl

Shared 
Shared 

FC FC

 

 

 

 

 

Soft mask
Stream Scom

CNN

FC

Shared 

Image level label
 0,1,2,3,4,5

,6,7,8,9 Classfication   Loss

M
ish

0

1

2

3

4

5

6

7

8

9

1106



 

where, Lcl is the classification loss of multiple labels and 

classes (in this paper, this loss is characterized by multi-label 

soft margin loss); α is the weighting parameter (for all 

experiments, α=1). Under the guidance of Lself, the network 

learning expands the region of interest that benefit target 

classification, so that soft mask could adapt to the task of 

semantic segmentation. 

 

4.2 CNN-SVM 

 

In the above subsection, the network is enabled to evaluate 

the importance of each parameter. On this basis, this 

subsection makes it possible for the network to adapt to the 

task of interest by controlling the extra supervised learning 

with a small soft mask.  

Following the thought of imposing additional supervision 

on the attention map, the SVM was extended to seamlessly 

integrate additional supervision into the weakly supervised 

learning framework. Then, the weakly supervised semantic 

segmentation was improved under the self-guided gain 

framework. Under the test data and training data of different 

distributions, the CNN-SVM was applied to guide the network 

learning, such that the network could robustly handle the bias 

in the dataset, and acquire strong generalization ability. 

Drawing on the advantages of the CNN in subsection 4.1, 

the authors set up mixed channels and adopted integrated 

learning to recognize handwritten numbers of different types, 

writing rules, or angles. The multi-channel CNN-SVM hybrid 

classifier is illustrated in Figure 6. 
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Figure 6. Multi-channel CNN-SVM hybrid classifier 

 

As shown in Figure 6, the proposed model is deep and wide. 

Considering the difficulty in recognizing the overlapped, 

broken, and joined numbers in various financial bills with 

diverse writing styles, the model parameters in different 

channels were shared to enhance the adaptability of the entire 

classifier. The features were effectively extracted by the CNN 

from each handwritten number image, and imported to SVM 

for number recognition at a high accuracy, in a short time, and 

with a low computing complexity. Apart from Lcl and Lam, 

another objective function was designed: the SVM loss under 

given external supervision Le: 

 

𝐿𝑒 =
1

𝑛
∑ (𝐴𝑐 − 𝐻𝑐)2

𝑐   (9) 

 

where, Hc is the additional supervision, such as the pixel-level 

segmentation mask in Figure 4. Since it takes an excessively 

long time to generate pixel-level segmentation maps, this 

paper intends to find a classification method using a few data 

under external supervision. The model framework in Figure 6 

could serve this purpose. As shown in Figure 6, the two 

network flows share all the parameters with the SVM. The 

inputs to the SVM include image-level labels and pixel-level 

segmentation masks. Using the SVM, the classifier 

performance was improved with a few pixel-level labels. The 

final loss function Lext of our method was defined as: 

 

𝐿ext = 𝐿cl + 𝛼𝐿am + 𝜔𝐿𝑒  (10) 

where, Lcl and Lam are of the same meanings as in Subsection 

4.1; ω is the weighting parameter depending on the desire for 

extra supervision (for all experiments, ω=10).  

Our model can be easily modified to suit other tasks. Once 

the activation map fl,k corresponding to the final output of the 

network is obtained, the Le can be used to guide the network 

to learn the key regions in the task of interest. The multi-

channel design ensures that the network could robustly handle 

the bias in the dataset, and acquire strong generalization. In 

this case, the extra supervision of the SVM plays an auxiliary 

role to the CNN. 

 

 

5. EXPERIMENTS 

 

5.1 Experimental setup  

 

Our method was compared with benchmark methods like 

AlexNet, ResNet, and CNN. The neural networks were 

modeled under PyTorch, and deployed on a server operating 

on CentOS-7, using two Tesla V100 graphics cards (32G), and 

a central processing unit (CPU) of 2.20GHz. 

 

5.2 Dataset 

 

The experiments were conducted on an open dataset 

(https://mp.weixin.qq.com/s/3d9sQlRKpr7TqO_7iytqwg). 

The original data were divided randomly into 12,000 numbers. 
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The first 10,000 were adopted for training, and the latter 2,000 

for testing. 

To prevent the forgetting phenomenon and domain transfer, 

this paper adopts a batch training method that mixes the 

financial bills from different domains. Each time, the 

eigenvectors of ten number samples from 0 to 9 were read, and 

imported to the network; then, the difference between the 

actual output and the expected value was taken as the objective 

function for weight adjustment. 
 

5.3 Results 
 

Table 1. Recognition accuracy of each method 
 

Method Training set Test set 

CNN 96.23% 94.56% 

AlexNet 97.45% 96.58% 

ResNet 97.56% 96.23% 

DCNN 99.21% 97.73% 

 

Table 1 compares the recognition accuracies of the four 

method. It can be seen that our method surpassed the 

benchmark methods by 3% in the recognition accuracy of 

handwritten numbers on various financial bills. Even the best 

benchmark method was outshined by our DCNN, because the 

comparative methods cannot grasp the details on the bills from 

various domains. Meanwhile, our model could learn the pixel-

level features of the original images, and preprocesses the 

features of handwritten numbers through segmentation and 

extraction. To further clarify the ability of our method in 

grasping pixel-level features, the convolutional kernels in two 

channels of the first network flow were visualized (channel 1 

from Figure 7(a), and channel 2 from Figure 7 (b). As shown 

in Figure 7, no obvious patterns of similar local structure were 

observed, which is no surprise. After all, our method aims to 

effectively learn images from different domains, rather than 

the visually attractive features commonly pursued by other 

models. The superiority of our method stems from the 

grasping of image differences from varied domains. 

 

      
(a) Channel 1                       (b) Channel 2 

 

Figure 7. Convolutional kernels in two channels of the first 

network flow 

     
(a) CNN                                                                      (b) AlexNet 

     
(c) ResNet                                                         (d) Our method 

 

Figure 8. Confusion matrices on the test set 
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The confusion matrices of CNN, AlexNet, ResNet, and our 

method on the test set are compared in Figure 8, where the 

diagonals represent correct classification. Obviously, our 

method has the best ability to correctly classify numbers in the 

confusion matrix. In the confusion matrix of CNN (Figure 

8(a)), 5, 6, and 9 were mistaken as 0. In the confusion matrix 

of AlexNet (Figure 8(b)), 9 and 7 were confused 44 times; the 

two numbers had the lowest probability of correct 

classification. This is understandable: the two numbers are so 

similar that their handwritten versions are easily misidentified. 

In the confusion matrix of our model, 3 and 7 were both 

recognized without any mistake; the other numbers were 

recognized more accurately than the other methods. The 

advantage of our method comes from the optimization of data 

and model, which is not done in any baseline method. 

 

 
 

Figure 9. Training losses and accuracies of different methods 

 

As shown in Figure 9, our method converged faster and 

remained more stable in training than all the baseline methods. 

Our method completed training after 27k steps, while the latest 

AlexNet needed 32k steps. In addition, our accuracy increased 

linearly, and stayed ahead of all methods. The slight 

oscillations were within the allowable range. The fast 

convergence and stability of our method are attributable to the 

following facts: the multi-channel design facilitates adaptive 

learning, while the parameter sharing between two network 

flows solves the problem of multiple domains, stabilizes 

model training, and prevents vanishing gradients.  

 

 

6. CONCLUSIONS 

 

To recognize the handwritten numbers in financial bills 

from varied domains, this paper presents a DCNN-SVM 

hybrid classifier, which combines the merits of SVM and 

neural network. Multiple fully-connected layers were arranged 

in the CNN, such that the network could learn local invariant 

features, and extract the most discriminative information from 

the original number images. Meanwhile, the SVM was 

coupled with the extracted features to make better 

classification of numbers. Experimental results show that our 

method far exceed the benchmark methods in accuracy. In 

future, the proposed model will be applied to recognize many 

other handwritten characters, e.g., those in the MNIST 

database, and various scenarios, e.g., the recognition of 

different languages. The authors will further improve the 

model to promote its universality and stability facing different 

domains or modes. 
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