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Diabetic retinopathy (DR) is a disease of the retina, which leads over time to vision problems 

such retinal detachment, vitreous hemorrhage, glaucoma, and in worse cases leads to 

blindness, which can initially be controlled by periodic DR-screening. Early diagnosis will 

lead to greater control of the disease, whereas performing retinal examinations on all 

diabetic patients is an unattainable need, as diabetes is a chronic disease and its global 

prevalence has been steadily increasing over the past few decades. According to recent 

World Health Organization statistics, about 422 million people worldwide have diabetes, 

the majority living in low-and middle-income countries. This paper proposes a new strategy 

that brings the strength of convolutional neural networks (CNNs) to the diagnosis of DR. 

Coupled with using principal component analysis (PCA) that performs dimension reduction 

to improve the diagnostic accuracy, the proposed model exploiting edge-preserving guided 

image filtering (E-GIF) that performs as a contrast enhancement mechanism, and in addition 

to smoothing low gradient areas, it also accentuates strong edges. Diabetic retinopathy 

causes progressive damage to the blood vessels in the retina to the extent that it leaves traces 

and lesions in the tissues of the retina. These lesions appear in the form of edges and when 

processing retinal images, we seek to accentuate these edges to enable better diagnosis of 

diabetic retinopathy symptoms. A new CNN architecture with residual connections is used, 

which performs very well in diagnosing DR. The proposed model is named with RUnet-

PCA: Residual U-net Deep CNN with Principal Component Analysis. The well-known 

AlexNet, VggNet-s, VggNet-16, VggNet-19, GoogleNet, and ResNet models were adopted 

for comparison with the proposed model. Publicly available Kaggle dataset was employed 

for training exploring the DR diagnosis accuracy. Experimental results show that the 

proposed RUnet-PCA model achieved a diagnosis accuracy of 98.44% and it was extremely 

robust and promising in comparison to other diagnosis methods. 
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1. INTRODUCTION

Diabetic retinopathy (DR) is a state of disturbance that 

arises in the diabetes mellitus-induced retina [1]. It is 

estimated that there are around 93 million people living with 

DR, and around 28 million of DR-patients worldwide have 

suffered from vision loss for this cause [2]. Even though 

several considerations are influential in DR, metabolic end-

products triggered by elevated blood sugar levels seem to be 

the most important aspect. The weakening of the walls of 

arteries causes bubbles, blockages and leakages throughout the 

veins [3]. It is very crucial to monitor retinal vascular blood 

flow for controlling disease symptoms before it spreads 

significantly. Accordingly, the information collected by retinal 

analysis indicate the activity of diabetes. Based on the findings 

of an extensive analysis carried out in the United States, the 

existence of DR brings a risk of death between 34% and 89% 

[4, 5].  

Symptoms of diabetic retinopathy at the fundus of the eye 

include micro-aneurysm (MA), micro-hemorrhage (MH), hard 

exudate (HE), soft exudate (SE) and neo-vascularisation [6]. 

A several number of research studies have concentrated on the 

detection of these symptoms by the automated detecting 

systems [7-9]. Exudates are the initial phase of diabetic 

retinopathy, due to the high amount of lipoproteins that have 

leaked from the arteries and veins in people with diabetes. 

Early diagnosis is essential as these symptoms is mostly 

associated with visual loss [10]. In contrast to micro-

hemorrhages, it demands more time to regain health by 

therapy. More and more articles have lately been presented in 

the literature on the diagnosis of such symptoms at the initial 

phases of DR [8, 10-12]. A normal and abnormal retinal 

sample is shown in Figure 1. 

Figure 1. Sample retinal images from Kaggle dataset for the 

subject (337). The (left) shows clean retinal image, while the 

(right) shows DR-infected retinal image 
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As illustrated in Figure 1, the distinctions between normal 

retina and abnormal retina, with yellow exudate and 

hemorrhage, can be noted. The main objective of this study is 

to improve the efficiency of DR automatic diagnosis systems. 

It proposes a new early stage diabetic retinopathy diagnosis 

mechanism which exploits the role of deep convolutional 

neural networks in classifying retinal images.  

The main contribution of the paper that it brings a new CNN 

architecture for DR detection, which is influenced by the well-

known U-network with the inclusion of using residual 

connections to transfer information between layers, which 

showed superior performance over traditional methods based 

on feature extraction. Furthermore, principal component 

analysis (PCA) is used to performs dimension reduction to 

improve the diagnostic accuracy [13-15]. As well guided 

image filtering (GIF) is used to perform as a contrast 

enhancement for retinal images that not only smooths low 

gradients, furthermore preserves solid edges. GIF accentuates 

the edges (traces and lesions in the tissues) of the retina to 

enable better diagnosis of diabetic retinopathy symptoms. 

Finally, data augmentation technique is provided, which also 

improves the performance of the proposed model.  

The paper layout is organized according to the following. 

The related work is presented in Section 2. Section 3 outlines 

materials and method. Section 4 explains the performance 

index and the output of the propose model. Finally, Section 5 

summarizes the conclusions. 

 

 

2. RELATED WORK 

 

The research focus has been shifted to the development of 

effective CNN architectures after the popular CNN AlexNet 

propelled deep learning techniques into major functional 

applications [16]. Depth is the main consideration with respect 

to network efficiency. ResNet [17] incorporates identity skip-

connections that eventuate deeper convolutional neural 

networks. DenseNet [18] and DPN [19] use layer-to-layer 

communication process modifications to improve deep neural 

network learning and representation functionalities. Veit 

believes that ResNet-like networks behave as fairly shallow 

network groups and enhancements in their efficiency are not 

because of deeper network architecture, but because of 

combinations of model [20]. Based on this point of view, the 

highway and inception [21, 22] architectures raise the number 

of sub-networks by expanding the depth of the network. 

AlexNet is a spatial exploitation-based CNN architecture. 

Spatial exploitation means that the convolutional operation 

considers the neighborhood (correlation) of input pixels, 

therefore different levels of correlation can be explored by 

using different filter sizes. The major strengths associated with 

AlexNet are the extraction of low, mid and high-level features 

using large and small size filters on initial (5x5 and 11x11) and 

last layers (3x3), giving an idea of deep and wide CNN 

architectures, the introduction of regularization in CNNs, and 

starting parallel use of GPUs as an accelerator to deal with 

complex architectures. On the other hand, the major gaps 

associated with AlexNet are the inactive neurons in the first 

and second layers, and aliasing artifacts in the learned feature-

maps due to large filter size [16]. 

ResNet, DenseNet, and Highway Networks are a multi-

path-based CNN architecture. Multi-path means that shortcut 

paths provides the option to skip some layers. Different types 

of the shortcut connections used in literature are zero padded, 

projection, dropout, 1x1 connections, etc.  

The major strengths associated with ResNet are the use of 

identity-based skip connections to enable cross layer 

connectivity, the information flow gates are data independent 

and parameter free, and it can easily pass the signal in both 

directions, forward and backward. On the other hand, the 

major gaps associated with ResNet are that many layers may 

contribute very little or no information, also relearning of 

redundant feature-maps may happen [17].  

The major strengths associated with DenseNet are the 

introducing of depth or cross-layer dimension, ensuring 

maximum data flow between the layers in the network, 

avoiding relearning of redundant feature-maps, and that low 

and high level both features are accessible to decision layers. 

On the other hand, the major gaps associated with DenseNet is 

the large increase in parameters due to increase in number of 

feature-maps at each layer [18]. 

The major strengths associated with Highway Networks is 

mitigating the limitations of deep networks by introducing 

cross layer connectivity. While the major gaps associated with 

Highway Networks is that gates are data dependent and thus 

may become parameter expensive [21, 22]. 

Earlier, it was assumed that to improve accuracy, the 

number of layers have to be increased. However, by increasing 

the number of layers, the vanishing gradient problem arises 

and training might get slow. So, the concept of widening a 

layer was also investigated. Inception is a width-based CNN 

architecture and its major strengths are that varying size filters 

inside inception module increases the output of the 

intermediate layers, and varying size filters are helpful to 

capture the diversity in high-detail images. On the other hand, 

the major gaps associated with Inception is the increase in 

space and time complexity. 

The deep fusion network [23] also demonstrates that the 

deepest network in all the sections of the ensemble does not 

play a central role in enhancing the essential performance, but 

instead adds more layers to ensure the ensemble scale. Zhao 

introduces a new form of deep-fused network integrating two 

networks with a merging/running fusion technique [23]. It is 

more accurate than ResNet but has lower number of layers and 

equal number of parameters. ResNeXt [24] incorporates the 

ResNet residual block strategies completely in the inception 

network, as well as the split-transform-merge technique. Such 

homogenous multi-branch network has lower number of 

hyperparameters and smaller capacities as it only incorporates 

a clustered convolution technique, called "cardinality," in 

order to raise the dimension. The experiment findings indicate 

that, rising the cardinality is a more efficient method to 

enhancing network efficiency than deepening or widening it. 

Cross-channel correlations are drawn to form a composition of 

attributes, regardless of spatial structure [25] or together with 

regular convolutionary filters [26] that are shortcuts to 1 × 1 

convolution operations. 

Though most researches seek to minimize computational 

costs and simplify training challenges. Such researches are 

focused on the premise of a channel correlations that can be 

mapped as a combination of instance-agnostic features and 

local receptive fields for relationship among channels. On the 

other hand, Hu et al. [27] concentrates on the complex and 

non-linear interactions of channels that use global data sources. 

Such architecture design can be coupled with other well-

known networks to promote and improve the learning and 

representational capabilities. PolyNet [28] discusses structural 

variety, an alternate aspect of network design that uses 

712



 

different types of polynomial combinations for the 

generalization of residual inceptions. 

 

 

3. MATERIALS AND METHOD 

 
The proposed early stage diabetic retinopathy diagnosis 

model is named with RUnet-PCA as an abbreviation of 

Residual U-net Deep CNN with Principal Component 

Analysis. The whole flow of the proposed model involves four 

steps: image pre-processing, image enhancement using edge 

preserving GIF, data augmentation, and then diagnosis based 

on RUnet-PCA proposed model. Figure 2 shows the process 

diagram of proposed model. Figure 3 shows the process 

diagram of proposed DRUnet training model. 

 

 
 

Figure 2. The process diagram of proposed model 

 

Pseudo Code of The Algorithm: 

 

STEP 1: use 2063 Kaggle images in its original format. 

STEP 2: convert images to grayscale format, apply the 

transformations (standardization, CLAHE, and gamma 

adjustment). 

STEP 3: apply edge-preserving guided image filtering to do 

contrast enhancement mechanism. 

STEP 4: resized images [256 x 256], create 2063 x 256 x 256 

data images. 

STEP 5: increase data images by generating [48 x 48] 

dimensional patches by randomly choosing their centers 

within the complete original retinal image (data augmentation). 

STEP 6: prepare samples, 60% for training and 40% for testing. 

STEP 7: construct net of DRUnet. 

STEP 8: train DRUnet network using training dataset to do 

feature extraction. 

STEP 9: apply PCA to do dimension reduction of features. 

STEP 10: evaluate and test the trained network using testing 

dataset, classify images using softmax function. 

 

 
 

Figure 3. The process diagram of proposed DRUnet training 

model 

 

3.1 Image pre-processing 

 

Rahim et al. [29] explores the ability to improve 

classification efficiency through image pre-processing 

methods. In the proposed model, retinal images of Kaggle 

diabetic retinopathy dataset is firstly processed with a series of 

image pre-processing methods for promoting model 

classification while retaining as many of the original image 

features as possible.  

In general, let us represent the series of used transformations 

mathematically as follows: 

 

�̃�𝑔 = grayscale(𝑥) 

�̃�𝑛 =
𝑥𝑔−𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝑥𝑔)

max(𝑥𝑔)−min(𝑥𝑔)
 for mean normalization 

�̃�𝐶 = CLAHE(�̃�𝑛) 

�̃�𝑔𝑎 = 𝐴�̃�𝐶
𝛾 

(1) 

 

where, the input value �̃�𝐶  is raised to the power 𝛾  and 

multiplied by the constant A. In the common case of A = 1, 

inputs and outputs are typically in the range 0–1. 

Retinal images are processed with several pre-processing 

techniques prior to beginning network training, these 

techniques include the following transformation methods: 

gray-scale conversion transformation, standardization 

transformation, contrast-limited adaptive histogram 

equalization (CLAHE) transformation, and gamma adjustment 

transformation. Figure 4 (a-d) includes outputs of the pre-

processing stage. 
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(a) The source image and the gray-scaled version 

 
(b) The source image and normalized version  

 
(c) The source image and CLAHE version 

 
(d) The source and gama-corrected version [gama: 0.5] 

 

Figure 4. Used pre-processing methods 

 

3.2 Guided image filtering (edge-preserving filtering) 

 

Edge-preserving guided image filtering (E-GIF) performs 

as a contrast enhancement mechanism, and in addition to 

smoothing low gradient areas, it also accentuates strong edges. 

Diabetic retinopathy causes progressive harm to the capillaries 

and arteries in the retina to the extent that it leaves traces and 

lesions in the tissues of the retina. These lesions appear in the 

form of edges and when processing retinal images, we seek to 

accentuate these edges to enable better diagnosis of DR 

symptoms. This is the motivation point for exploiting the 

characteristics of guided image filtering.  

The guided filter practices an edge-preserving smoothing 

function on specific image, based on another image, called the 

guidance image, to perform the filtering [30]. The guiding 

image might be the image itself, or a modified version of it, or 

a totally different one [31].  

If considering Ip and Gp are the intensity values at pixel p of 

the input and guided image, 𝜔𝑘 is the kernel window centered 

at pixel k. GIF is then expressed by: 

 

𝐺𝐼𝐹(𝐼)𝑝 =
1

∑ 𝑊𝐺𝐼𝐹𝑝𝑞
(𝐺)𝑞∈𝜔𝑘

∑ 𝑊𝐺𝐼𝐹𝑝𝑞
(𝐺)𝐼𝑞

𝑞∈𝜔𝑘

 (2) 

 

and the kernel weights function 𝑊𝐺𝐼𝐹𝑝𝑞
(𝐺) can be defined as: 

 

𝑊𝐺𝐼𝐹𝑝𝑞
(𝐺) =

1

|𝜔|2
∑ (1

𝑘:(𝑝,𝑞)∈𝜔𝑘

+
(𝐺𝑝 − 𝜇𝑘)(𝐺𝑞 − 𝜇𝑘)

𝜎𝑘
2 + 𝜀

) 

(3) 

 

where, 𝜇𝑘 and 𝜎𝑘
2 are the mean and variance of guided image 

G in local window 𝜔𝑘 , |𝜔|is the number of pixels in this 

window. The term (1 +
(𝐺𝑝−𝜇𝑘)(𝐺𝑞−𝜇𝑘)

𝜎𝑘
2+𝜀

) is the key to realizing 

the edge-preserving ability of GIF. When 𝐺𝑝  and 𝐺𝑞  are 

simultaneously on the same side of an edge (both are smaller 

or larger than the mean), the weight assigned to pixel q will be 

large. contrariwise, when they are on different sides (one is 

smaller and one is larger than be mean), a small weight will be 

assigned to pixel q. Computations [30] emphasize the 

normalization term in Eq. (2) equals 1. The filter kernel of GIF 

can be abbreviated as follows: 

 

𝐺𝐼𝐹(𝐼)𝑝 = ∑ 𝑊𝐺𝐼𝐹𝑝𝑞
(𝐺)𝐼𝑞

𝑞∈𝜔𝑘

 (4) 

 

The level of smoothing/sharpening of GIF is controlled 

through the ε parameter.  

The larger the value of ε parameter is, the more smoothly 

the filtered image would be. Figure 5 demonstrates the effect 

of guided image filtering on a sample retinal image by 

adjusting different values of ε parameter. 

 

 
 

Figure 5. The effect of applying GIF on a sample retinal 

image 

 

3.3 Principal component analysis 

 

Principal Component Analysis (PCA) is a powerful 

computational technique that utilizes advanced mathematical 

concepts to turn a range of correlated features into a minimal 

set of features called principal components. In PCA, the data 

stored in a data set is preserved with reduced dimensions 

depending on an integrated projection of the samples to a 

subspace created by an orthogonal axle method. Reduced 

dimensional computational information is chosen in such a 

way that important data features are specified with hardly any 

loss of data. In many areas, this reduction is beneficial just as 

image compression, data representation and so on. Therefore, 

714



 

PCA is used in a vast area of biomedical image processing 

applications. For instance, face recognition and image 

compression, finding patterns in data of high dimension and 

feature extraction, image segmentation, image registration, 

image fusion, and de-noising of images. The reduced 

dimensional space can be calculated by covariance matrix’ 

eigenvectors. 

If 𝑥1𝑥2 …𝑥𝑛 is a set of 𝑛𝑁 × 1vectors, �̅� is their average: 

 

𝑥𝑖 = [

𝑥i1

𝑥i2

⋮
𝑥𝑖𝑁

] (5) 

 

�̅� =
1

𝑛
∑

𝑥𝑖1

𝑥𝑖2

⋮
𝑥𝑖𝑁

𝑖=𝑛

𝑖=1

 (6) 

 

If X is the 𝑁 × 𝑛  matrix with columns 𝑥1 − �̅� , 𝑥2 − �̅� , 

…𝑥𝑛 − �̅�, �̅� is the mean value:  

 

𝑥 = [𝑥1 − �̅� 𝑥2 − �̅� … 𝑥𝑛 − �̅�] (7) 

 

Letting 𝑄 = 𝑋𝑋𝑇be the 𝑁 × 𝑁 matrix:  

 

𝑄 = 𝑥𝑥𝑇 = [𝑥1 − �̅�𝑥2 − �̅�…𝑥𝑛 − �̅�]

[
 
 
 
(𝑥1 − �̅�)𝑇

(𝑥2 − �̅�)𝑇

⋮
(𝑥𝑛 − �̅�)𝑇]

 
 
 
 (8) 

 

where, Q is the covariance matrix “aka scatter matrix” and in 

image processing N is often the number of pixels of the image. 

Each 𝑥𝑗 can be written as: 

 

𝑥𝑗 = �̅� + ∑ 𝑔𝑗𝑖𝑒𝑖

𝑖=𝑛

𝑖=1

 (9) 

 

where, 𝑒𝑖  are the n eigenvectors of Q with non-zero 

eigenvalues. The eigenvectors 𝑒1𝑒2 …𝑒𝑛span an eigenspace 

and 𝑒1𝑒2 …𝑒𝑛  are 𝑁 × 1 orthonormal vectors. The scalars 

𝑔𝑗𝑖 are the coordinates of 𝑥𝑗 in the space. 

 

𝑔𝑗𝑖 = (𝑥𝑗 − �̅�) ∙ 𝑒𝑖 (10) 

 

3.4 Data augmentation 

 

When only a small number of training data are present in 

the dataset, the data augmentation technique plays a significant 

role in helping the network to learn the needed invariance and 

robustness characteristics. Data augmentation includes a range 

of strategies aimed at improving the quantity and efficiency of 

the data-sets. 

Dataset can be expanded through various data augmentation 

techniques such as translation, horizontal flipping, random 

crop, rotation, scale transformation, and noise disturbance. 

The data samples 𝐷𝑡: {𝑥𝑖}𝑖=1
𝑀  at tth iteration are expanded to 

𝐷�̃�: {�̃�𝑖}𝑖=1
𝑀  through the previously mentioned data 

augmentation technique when they are fed into the deep CNN. 

To express this mathematically, the data augmentation 

operation of each sample (𝑥 → �̃�) can be viewed as: 

 

�̃� = 𝑔(𝑥) (11) 

where, 𝑔(∙)  represents corresponding data augmentation 

operation. Each different data augmentation technique can be 

represented by a different 𝑔(∙).  

It assists to avoid over-fitting of the network while also 

seeking to calibrate the big size of parameters in CNNs. 

During the suggested model, combinations of patches (or 

subimages) are generated indiscriminately through obtaining 

patches from the full images of the used Kaggle dataset. 48x48 

dimensional patches are generated by randomly choosing their 

centers within the complete original retinal image. Patches are 

selected so that they can slightly located beyond the field of 

view, helping the neural network to discern the boundary of 

the field of view and the blood-vessel (vein, artery, or 

capillary). In spite of that the selected patches interfere such 

that various patches will comprise similar portions of the 

source images; so that no more data augmentation is 

undertaken. This was intended to optimize the model's 

efficiency while retaining the greatest possible number of 

features from the source image. 

To effectively connect the four parts of the algorithm to 

form a unified algorithm, follow the following steps: 

1. To effectively explain the proposed algorithm let’s start 

by considering the data samples of Kaggle dataset as 

following: 𝑥 ∈ 𝐷: {𝑥𝑖}𝑖=1
2063. 

2. Converting data samples into grayscale format and 

applying a set of transformations as discussed in Eq. (1), 

we get: 𝑥𝑝𝑟𝑒 = 𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛(𝑥). 

3. Applying apply edge-preserving guided image filtering 

to perform contrast enhancement mechanism: 

𝑥𝐺𝐼𝐹(𝑥𝑝𝑟𝑒)𝑝 = ∑ 𝑊𝐺𝐼𝐹𝑝𝑞
(𝐺)𝑥𝑝𝑟𝑒𝑞𝑞∈𝜔𝑘

 where the kernel 

weights function 𝑊𝐺𝐼𝐹𝑝𝑞
(𝐺) is defined in Eq. (4). 

4. Resizing images’ dimension to [256 x 256] and creating 

[2063 x 256 x 256] data samples. 

5. Applying data augmentation to increase the number of 

samples by generating [48 x 48] dimensional patches by 

randomly choosing their centers within the complete 

original retinal image, 𝑥𝑎𝑢𝑔 = 𝑔(𝑥𝐺𝐼𝐹). 

6. Splitting the data samples to train-test sets of 60%-40% 

respectively. 

7. Constructing the proposed CNNs based network of 

DRUnet. 

8. Training DRUnet network using training dataset to 

perform feature extraction, to get a deep CNN model 

𝑀: 𝑓(𝑥) trained on the data set 𝐷: {𝑥𝑖}𝑖=1
𝑁 . 

9. Applying PCA that performs dimension reduction to 

improve the diagnostic accuracy, the reduced 

dimensional space can be calculated by covariance 

matrix’ eigenvectors: 𝑥𝑗 = �̅� + ∑ 𝑔𝑗𝑖𝑒𝑖
𝑖=𝑛
𝑖=1  The scalars 

𝑔𝑗𝑖 are the coordinates of 𝑥𝑗 in the space: 𝑔𝑗𝑖 =  (𝑥𝑗 −

�̅�) ∙ 𝑒𝑖 where �̅� is defined in Eq. (6).  

10. Evaluating and testing the trained network 𝑀: 𝑓(𝑥) 

using testing dataset 𝐷: {𝑥𝑖}𝑖=1
𝑀  and classify images 

using g softmax function: 𝑓(𝑥) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(∙). 

 

3.5 The proposed network model 

 

The aim of this paper is to introduce a new strategy that 

brings the strength of convolutional neural networks to the 

diagnosis of DR. Coupled with using PCA that performs 

dimension reduction to improve the diagnostic accuracy of 

diabetes disease [13-15]. PCA is used to make a classifier 

system more effective. The discriminative features obtained 

from the proposed CNNs model were utilized. After that, the 
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most efficient features were determined by using the PCA. 

Due to the PCA efficient properties it can identify patterns in 

data of high dimensions and can serve to select a subset of 

features that preserves as much information present in the 

complete data as possible. In other words, PCA creates new 

components that store the most valuable information of the 

features by capturing a high variance [32]. Recently, several 

studies have used PCA as a feature extraction technique for 

classification in health care. Rajagopal et al. [33] compared an 

automatic classification of cardiac arrhythmia using five 

different linear and non-linear unsupervised dimensional 

reduction techniques with the neural network (PNN) classifier. 

With a minimum of 10 components, fastICA computed an F1 

score of 99.83%. Zhang et al. [34] detected breast cancer using 

an AdaBoost algorithm based on PCA. Negi et al. [35] 

combined PCA with a feature reduction technique called 

uncorrelated linear discriminant analysis (ULDA) to obtain the 

best features that control upper limb motions. Avendano-

Valencia et al. [36] applied PCA to time frequency 

representations (TFR) to reduce heart sounds and improve 

performance. Kamencay et al. [37] presented a new method 

using PCA-KNN called the scale-invariant feature transform 

(SIFT) descriptor in different medical images, which resulted 

in an accuracy of 83.6% when training 200 images. Ratnasari 

et al. [38] reduced X-ray images using a threshold-based ROI 

and PCA. They obtained the best gray-level threshold of 150.  

The general proposed model that comprises an efficient 

convolutional neural network architecture is discussed in this 

section explicitly. Considering that the retinal images supplied 

to the model were pre-processed in the first step. Deep 

supervised learning strategies gain significantly higher 

efficiency and fulfillment in realistic usage, alongside 

traditionally supervised and unsupervised strategies. The 

proposed architecture employs a U-net-influenced neural 

network with the involvement of residual feedback 

connections in order to allow the migration and re-use of low-

level features. Whilst very deep neural networks training poses 

a number of difficulties associated with it. Since the gradients 

may disappear, the forward stream frequently decreases, also 

the training duration may gruesomely delayed. 

In order to overcome such issues, reusing of low level 

characteristics of shallow layers has been brought to benefit 

from the prosperity in recent years of deep CNNs. Skip 

residual links adopt a linkage design which incorporates high 

level characteristics of dense layers together with low level 

characteristics of thin layers towards an efficient 

comprehensive method of classification. Feature vectors from 

the preceding layers are used for each current layer as entries, 

as well as its own local features are inserted into the next layers 

as inputs. There are many inspiring stimuluses for re-use of the 

low-level characteristics by passing across layers: it mitigates 

the issue of gradient descent, facilitates the propagation of 

features, empowers re-use of features and significantly 

minimizes parameters. Figure 6 provides an illustration of 

some network middle layer outputs. 

Figure 7 (a, b) displays the architecture of the proposed 

RUnet-PCA deeply CNN. It is guided by the architectural 

design of U-Network [39]. There are two significant features 

which concentrate the key contribution of the proposed 

architectural design [40]; firstly, it offers a highly scalable and 

customized design of accumulated skip links that cloning the 

previously trained layers and expanding further identity-

mapping channels. Secondly, it optimizes the usage of 

network computational assets. That is accomplished by an 

expertly designed architecture, which permits the network's 

depth and width to be expanded while keeping its 

computational budget constant. Like the structure of U-

Network [39, 40], the architecture of the proposed model 

comprises a left-side route of contraction and a right-side route 

of expansion. Both are established by duplicating a unit of 

building unit which incorporates a collection of 

transformations with a certain topology. The harmonious 

introduced architecture leads to a relatively homogeneous, 

multi-branch network structure with just a few hyper 

parameters to configure. Whilst prior literature shows 

empirically that even under strict circumstances of retaining 

complexity, expanding network cardinality (the number of the 

series of transformations) can cause a rise in the classification 

efficiency. Moreover, in situations of rising capacity, 

expanding cardinality is much more beneficial than deepening 

or widening [40, 41]. 

The left-side contraction route is comprised of two parts, the 

first starts with batch normalization (BN) step pursued directly 

by rectified linear unit (ReLU), that immediately pursued by 

convolution process of dimension (3x3). The other portion 

tends to follow the usual CNN structure accompanied by 

residual links, this entails the reiterated employment of batch 

normalization (BN) step pursued directly by rectified linear 

unit (ReLU), that immediately pursued by convolution process 

of dimension (3x3). A summation function, which represents 

the residual connection, follows each convolution operation. 

The final summation function comprises the result of first 

section. Both of those basic structures which combines two 

transformations are pursued by rectified linear unit (ReLU) 

and max-pooling process of dimension (2x2) and stride (2) to 

perform downampling. The number of feature vectors is 

duplicated after each downsampling stage. 

Likewise, the right-side expansion route is comprised of 

upsampling of the features vector by applying unpooling 

process of dimension (2x2), pursued with concatenation 

function together with equivalently cropped features vector 

resulting from the route of contraction [40]. First portion starts 

with batch normalization (BN) step pursued directly by 

rectified linear unit (ReLU), that immediately pursued by 

convolution process of dimension (3x3).  

The other portion tends to follow the usual CNN structure 

accompanied by residual links, this entails the reiterated 

employment of batch normalization (BN) step pursued directly 

by rectified linear unit (ReLU), that immediately pursued by 

convolution process of dimension (3x3). A summation 

function, which represents the residual connection, follows 

each convolution operation. The final summation function 

comprises the result of first section. Both of those basic 

structures which combines two transformations are pursued by 

rectified linear unit (ReLU) and unpooling process of 

dimension (2x2). Cropping is essential as a result of the loss 

of boundary pixels through every convolution process. The 

number of feature vectors is halved after each upsampling 

stage. In the latest stage, convolution process of dimension 

(1x1) is applied in order to assign the resulting 32-component 

feature map to its correct class number (that will be two in 

current situation, where a binary classification task is 

conducted). 

Table 1 obviously refers to sizes of feature vectors in input 

and output cases within every layer. Figure 7 (a, b) illustrates 

the residual connections-based deep CNN of the presented 

model. Moreover, it illustrates the parameters used in the 

model, such as number of layers and number of filters used in 
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those layers, and even dimensions of those filters. 

Varieties of patches (subimages) of the original pre-

processed images were used to confirm the efficiency of the 

proposed model [40]. 48x48 dimensional patches are 

generated by randomly choosing their centers within the 

complete original retinal image. The softmax is mostly used in 

the classification tasks as the activation function of the output 

layer, it is responsible for determining the probabilities of each 

image if related to some specific category. The key feature to 

softmax activation that it stacks the result likelihoods to be 

within the scope [0 - 1], much similar the sigmoid activation. 

The loss function used in the proposed model is the cross 

entropy, moreover for optimization the stochastic gradient 

descent is used [42]. 

The Rectifier Linear Unit (ReLU) is utilized in the role of 

activation function subsequent to every convolutional layer 

and the dropout (0.2) is used among every two successive 

convolutional layers. Model training was conducted up to 150 

epochs and the mini batch size was 32 patches. Figure 8 shows 

the overall proposed RUnet-PCA model of early stage diabetic 

retinopathy diagnosis through deep CNNs and principal 

component analysis. 
 

 
 

Figure 6. Visualization of some middle layer outputs 
 

   
(a) Residual U-net structure                                                                             (b) ConvDenseBlock structure  

 

Figure 7. Deep CNN network used in the proposed model 
 

 
Figure 8. The proposed RUnet- PCA model for diabetic retinopathy diagnosis 
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Table 1. Size of feature vectors in input / output layers of the 

proposed model 

 
Layer Input Output 

Layer 1 

ConvDenseBlock1(32x3x3) 

(1x48x48) (32x48x48) 

Layer 2 Pooling1(2x2) (32x48x48) (32x24x24) 

Layer 3 

ConvDenseBlock2(64x3x3) 

(32x24x24) (64x24x24) 

Layer 4 Pooling2(2x2) (64x24x24) (64x12x12) 

Layer 5 

ConvDenseBlock3(128x3x3) 

(64x12x12) (128x12x12) 

Layer 6 Pooling3(2x2) (128x12x12) (128x6x6) 

Layer 7 

ConvDenseBlock4(256x3x3) 

(128x6x6) (256x6x6) 

Layer 8 Unampling1(2x2) (256x6x6) (256x12x12) 

Layer 9 

ConvDenseBlock5(128x3x3) 

(384x12x12) (128x12x12) 

Layer 10 Unampling2(2x2) (128x12x12) (128x24x24) 

Layer 11 

ConvDenseBlock6(64x3x3) 

(192x24x24) (64x24x24) 

Layer 12 Unampling3(2x2) (64x24x24) (64x48x48) 

Layer 13 

ConvDenseBlock7(326x3x3) 

(96x48x48) (32x48x48) 

Layer 14 Conv(2x1x1) (32x48x48) (2x48x48) 

Layer 15 Reshape (2x48x48) (2304x2) 

 

 

4. RESULTS AND DISCUSSION 

 
This section discusses the experimental data and evaluation 

metrics, and presents the experimental work and results 

analysis. 

 

4.1 Data set (Kaggle) 

 

Kaggle diabetic retinopathy dataset, it consists of a large set 

of high-resolution retina images taken under a variety of 

imaging conditions and was provided by EyePACS clinics 

[43]. The image annotation was provided by expert 

ophthalmologists. Like any real-world data set, it encounters 

noise in both the images and labels. Images may contain 

artifacts, be out of focus, underexposed, or overexposed. In 

this paper, a curated version of the dataset is used [44]. Which 

is arranged into symptoms and non-symptom, the symptoms 

set contains 595 images while the non-symptoms set contains 

1468 images. Figure 9 shows the class distribution of the 

Kaggle dataset used in our proposed RUnet- PCA model. 

Figure 10 shows ample retina images of Kaggle dataset. The 

first two images in the top row come from normal subjects, 

while the two images in the bottom row come from patients 

who have diabetic retinopathy. 

 

 
 

Figure 9. Class distribution of the used Kaggle dataset 

 
 

Figure 10. Sample retina images of Kaggle dataset. Upper 

row represents healthy people, lower row represents DR 

patients 

 

4.2 Experimental work and outputs  

 

To confirm the effectiveness of the proposed model, retinal 

images of Kaggle diabetic retinopathy dataset are firstly 

processed and analyzed using some efficient preprocessing 

methods: grayscale conversion, standardization, contrast-

limited adaptive histogram equalization (CLAHE) and gamma 

adaptation. 

Model training is accomplished on a combination of patches 

(subimages) of the preprocessed full Kaggle images. 48x48 

dimensional patches are generated by randomly choosing their 

centers within the complete original retinal image. Patches are 

selected that are slightly located beyond the field of view, 

helping the neural network to discern the boundary of the field 

of view and the veins, arteries, or capillaries. In spite of the 

selected patches interfere such that various patches will 

comprise similar portions of the source images, no more image 

augmentation is undertaken. 

Combinations of differing patches (subimage) numbers are 

produced by indiscriminately generating a certain number of 

patches for every image of Kaggle dataset. First 90% of the 

data augmented is utilized for training, and the remaining 10% 

is utilized for validation to evaluate the performance of the 

trained neural network. The loss function used in the proposed 

model is the cross entropy, moreover for optimization the 

stochastic gradient descent is used. The Rectifier Linear Unit 

(ReLU) is utilized in the role of the activation subsequent to 

every convolutional layer. The softmax function is utilized as 

an activation for the output layer. Model training was 

conducted up to 150 epochs.  

 

4.3 Network configuration 

 

This subsection discusses parameter selection and general 

network configuration, data attributes, training and testing 

settings as shown in the tables bellow. Table 2 shows data 

attributes, Table 3 shows training settings. 

29%

71%

Class Distribution

Symptoms Non-symptom
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Table 2. Data attributes 

 
Dimensions of the patches extracted from the full images. 

patch_height 48 

patch_width 48 

 

Table 3. Training settings 

 
Number of total patches. N_subimgs = 15000 (changes) 

Number of training epochs. N_epochs = 150, 200 

Number of convolution filters. Outdim = 32, 64, 128, 256 

Size of convolution filters. (3x3), (1x1) 

Size of Max Pooling.  (2x2) 

Size of Up Sampling. (2x2) 

 

The precision of 91.49%, sensitivity of 94.45%, specificity 

of 98.93% and accuracy of 98.44% were achieved by the 

proposed RUnet-PCA model. Experimental results show that 

the proposed RUnet-PCA model achieved a better diagnosis 

accuracy than other diagnosis methods. Table 4 summarizes 

the performance analysis of the proposed RUnet- PCA model 

on Kaggle dataset. Figure 11 displays the loss curve of the 

proposed model versus epoch. 

Table 5 Results of different experiments using the proposed 

method on the Kaggle database. 

Table 5 shows the comparative performance of the proposed 

model when settings different experiments’ parameters. A 

deep learning model (DRUnet) was used together with a 

dimensional reduction technique (PCA) to classify the Kaggle 

diabetes dataset. The key idea of using the dimensional 

reduction technique is to improve the accuracy of the classifier. 

A series of experiments using 150 and 200 epochs were 

performed. In these experiments, the number of subimages fed 

to the network was changed. Results show that the best 

performance was obtained when the number of subimages was 

17000 and using 150 epochs with classification accuracy of 

98.44%, sensitivity of 94.45, and specificity of 98.93, and 

precision of 91.49. When the number of subimages was 15000 

and using 200 epochs the model achieves a classification 

accuracy of 96.79%, sensitivity of 81.97, and specificity of 

98.91, and precision of 91.49. On the other hand, we can notice 

that the use of image resolution enhancement techniques in our 

proposed approach could increase the success of the 

classification.  

In this research, there were two classes as non-symptoms 

(healthy) and symptoms (patient) which were indicating 

situation of subject’s diabetes disease. Classification results of 

the proposed system were displayed by using a confusion 

matrix. In a confusion matrix, each cell contains the raw 

number of samples classified for the corresponding 

combination of desired and actual network outputs. The 

proposed deep learning-based model of and PCA gave very 

promising results in diagnosing the healthy and patient 

subjects. The proposed model was arrived to the highest 

classification accuracy among classifiers in Table 8 It is shown 

from these results that our proposed method was shown to be 

a corresponding and safe system to medical diagnostic 

decision-making. 

The efficiency of classification problems can be measured 

via a confusion matrix, as the relation between classification 

outcomes and actual outcomes can be observed. Table 6 

illustrates a two classes classification problem confusion 

matrix. 

 

 
 

Figure 11. The loss of the proposed RUnet-PCA model 

against epoch 

 

Table 4. Diagnosis outputs of the proposed RUnet-PCA model on Kaggle dataset 

 
CNN Architecture Specificity  Sensitivity  Precision  Accuracy  

Runet-EGIF (Proposed 

Model) 
98.93% 94.45% 91.49% 98.44% 

 

Table 5. Results of different experiments using the proposed method on the Kaggle database 

 

N epochs N subimgs Confusion matrix ACCURACY SENSITIVITY SPECIFICITY PRECISION 

150 

10000 
3939632 43662 0.952007242 0.686156053 0.98903872 0.89711458 

174136 380713     

12000 
3944663 46731 0.95602827 0.720495145 0.98829206 0.893952494 

152819 393930     

15000 
3896227 40238 0.961794946 0.778715526 0.989778139 0.920911839 

133142 468536     

16000 
3937856 31421 0.954173767 0.689654506 0.992083949 0.925848748 

176545 392321     

17000 
4002018 43258 0.984440993 0.944506327 0.989306539 0.914976001 

27351 465516         

200 15000 
3927018 43258 0.967914409 0.819762374 0.989104536 0.914976001 

102351 465516         
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Table 6. Two classes classification problem confusion matrix 

 

Class 1 2 

1 True Positive (TP) False Negative (FN) 

2 False Positive (FP) True Negative (TN) 

 

⎯ True positive: refers to those correctly classified or 

detected. 

⎯ False positive: refers to those incorrectly classified 

or detected. It represents the type I error. 

⎯ False negative: refers to those incorrectly rejected. 

It represents the type II error. 

⎯ True negative: refers to those correctly rejected. 

 

The efficiency of the proposed model is investigated using 

well known evaluation measures derived from the confusion 

matrix, which are accuracy, specify, sensitivity, precision, 

Jaccard similarity score and error rate.  

Accuracy = (TP + TN) / (TP + TN + FP + FN) 

Sensitivity = TN / (TN + FP) 

Specify = TP / (TP + FN) 

Precision = TN / (TN + FN) 

Error Rate = (FP + FN / TP + TN + FN + FP) 

Jaccard similarity score = 1 - Error Rate 

 

It is recognized that accuracy is the ratio of correctly 

classified samples to the whole samples, which is a perfect 

metric to evaluate model’s performance. Table 7 shows the 

confusion matrix of the RUnet-PCA model. Figure 12 displays 

the receiver operator characteristics (ROC) curve. 

 

Table 7. Confusion matrix of RUnet-PCA model 

 
  RUnet-PCA model (Proposed model) 

Class Symptoms Non symptoms 

Symptoms 4002018 43258 

Non symptoms 27351 465516 

 

 
 

Figure 12. ROC curve of the proposed RUnet-PCA model 

 

The following Table 8 compares the performance of the 

suggested RUnet-PCA model with other recent deep CNNs 

architectures that have measured their classification 

performance in terms of accuracy, sensitivity and specify on 

Kaggle diabetic retinopathy dataset [45].  

As shows in Table 8 the accuracy of VggNet-s model on 

Kaggle classification is 95.68%. Which is an overall good 

classification performance. On the other hand, our proposed 

model achieved a superior classification accuracy of 98.44%. 

Which proves that our proposed RUnet-PCA model is 

extremely robust compared to other models and able to 

achieve effective diagnostic results. 

 

Table 8. Classification outcome of several deep neural 

network models on Kaggle dataset 

 
Model Specificity Sensitivity Accuracy 

AlexNet 94.07% 81.27% 89.75% 

VggNet-s 97.43% 86.47% 95.68% 

VggNet-16 94.32% 90.78% 93.17% 

VggNet-19 96.49% 89.31% 93.73% 

GoogleNet 93.45% 77.66% 93.36% 

ResNet 95.56% 88.78% 90.40% 

Proposed Runet-PCA 98.93% 94.45% 98.44% 

 

 

5. CONCLUSIONS 

 

The availability of a limited number of ophthalmologists, 

leads to the idea that an automated system can greatly reduce 

the tedious manual work involved in diagnosing huge numbers 

of retinal images. Previous studies have focused in depth and 

broadly on feature extraction-based diabetic retinopathy 

diagnosis mechanisms. Then the rapid development of deep 

convolutional neural networks has become the focus of 

attention of researchers and the new technology in the 

classification of retinal images, and in general, in all medical 

image processing applications [46]. In this paper, we proposed 

a new early stage diabetic retinopathy diagnosis mechanism 

which exploits the role of deep convolutional neural networks 

in diagnosing diabetic retinopathy disease in retinal images. 

Firstly, we presented a new CNN architecture which is 

influenced by the well-known U-network with the inclusion of 

using residual connections to transfer information between 

layers, which showed superior performance over traditional 

methods based on feature extraction. Furthermore, principal 

component analysis (PCA) is used to performs dimension 

reduction to improve the diagnostic accuracy. As well guided 

image filtering (GIF) is used to perform as a contrast 

enhancement for retinal images that not only smooths low 

gradients, furthermore preserves solid edges. GIF accentuates 

the edges (traces and lesions in the tissues) of the retina to 

enable better diagnosis of diabetic retinopathy symptoms. 

Finally, data augmentation technique is provided, which also 

improves the performance of the proposed model. The results 

are encouraging compared to the results of other structures as 

a tool for diagnosing diabetic retinopathy. 
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