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Nowadays, the studies that address solar radiation (SR) forecasting tend to focus on the 

implementation of conventional techniques. This provides good results, but researchers 

should focus on the creation of new methodologies that help us in going further and boost 

the prediction accuracy of SR data. The prime aim of this research study is to propose an 

efficient deep learning (DL) algorithm that can handle nonlinearities and dynamic 

behaviors of the meteorological data, and generate accurate real-time forecasting of hourly 

global solar radiation (GSR) data of the city of El Kelaa des Sraghna (32°2’53”N 

7°24’30”W), Morocco. The proposed DL algorithm integrates the dynamic model named 

Elman neural network with a new input configuration-based autoregressive process in order 

to learn from the seasonal patterns of the historical SR measurements, and the actual 

measurements of air temperature. The attained performance proves the reliability and the 

accuracy of the proposed model to forecast the hourly GSR time series in case of missing 

values detection or pyranometer damage. Hence, electrical power engineers can adopt this 

forecasting tool to improve the integration of solar power resources into the power grid 

system. 
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1. INTRODUCTION

The power companies and decision-makers are still facing 

the challenging task of incorporating renewable power shares 

into electrical grids. Green power technology is a promising 

alternative for electricity production, particularly solar 

photovoltaic (PV) technology, since it is a clean source of 

electricity [1]. 

In the last years, by realizing the benefits of PV technology, 

large PV solar plants have been implemented worldwide. In 

order to commercialize and use this technology on a large 

scale, several issues have to be resolved. 

Most of the challenging issues to boost the integration of 

solar power production into the electrical grid are its 

dependency on weather conditions. Hence, an accurate 

prediction of solar radiation measurements is a mandatory step 

for controlling, sizing, and designing PV systems. 

Solar radiation estimation has been extensively considered 

by implementing various estimating approaches. Statistical 

techniques-based time series regression [2] and data driven-

based artificial intelligence (AI) algorithms [3] are two 

commonly employed estimating tools. Among the most 

suitable techniques implemented to SR time series forecasts 

are AI techniques since these techniques do not necessitate a 

clear explanation of the sun's physical characteristics to carry 

out this type of prediction.  

The artificial neural networks (ANNs) have experienced a 

vital evolution during the last years and is extensively 

employed in different engineering areas, such as the green 

power sector [4, 5], medicine [6, 7], civil engineering [8], 

computer vision [9, 10], and so on. 

According to our literature review, several researches based 

on ANNs and other machine learning algorithms have been 

conducted to perform accurate solar radiation forecasts.  

Jallal et al. proposed a new ensemble technique based on 

artificial neural network to estimate the hourly global solar 

radiation time series, where the reliability is evaluated using 7 

years of measurement of several meteorological data [11]. The 

same authors develop an artificial neuron combined with an 

autoregressive process to predict GSR parameter. The 

developed model performed accurate predictions during 6 

years, which is reserved for the testing process [12].  

Kisi et al. applied a dynamic neuro-fuzzy inference 

forecasting approach based on mono-variate AT structure to 

estimate GSR data [13]. 

Mousavi et al. have proposed a new training strategy based 

on simulated annealing optimizer to train the ANN’s 

parameters in order to generate precise daily GSR predictions 

[14].  

Xue et al. compare the training performance of genetic and 

particle swarm optimization (PSO) algorithms to tune ANN’s 

weights and biases for forecasting accurately daily GSR 

measurements. The authors demonstrate the efficiency of 

adopting PSO optimizer than the genetic algorithm [15]. 

Garcia-Hinde et al. developed a smart learning approach 

based on reducing the dimensionality curse in the input layer 

for generating precise solar radiation time series estimation 

[16]. 

In the reviewed studies for SR time series prediction, we 

have faced the following issues: 

• The temporal features of solar radiation time series

have not been considered by most of the reviewed
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papers, 

• The development of a forecasting model to infer the 

correlation existing between the input and the output 

patterns in an effective way without adopting any 

features selection or normalization techniques is not 

frequently treated or enhanced, 

• Most of the proposed approaches have a static 

configuration, where dynamic models are required to 

address the non-linear behavior of SR measurements, 

as Elman neural network technique.  

Motivated by the above mentioned researches, the prime 

keys of this article are: 

• Proposing an accurate forecasting tool for power 

engineers based on a deep learning algorithm to 

improve renewable energy resources integration into 

the power grid, 

• Adopting a dynamic neural network, named Elman 

neural network (ENN) to approximate dynamic and 

strong nonlinearity of solar radiation time series, 

which depend on the chaotic behavior of weather 

conditions, 

• The developed technique forecasts successfully the 

hourly global solar radiation data of El Kelaa des 

Sraghna city with high accuracy. Hence, the 

developed model can be used to generate synthetic 

data of GSR in case of missing values detection or 

pyranometer damage.   

 

The remaining of this article is written as follows: In section 

2, the adopted dataset of the city of El Kelaa Des Sraghna and 

the theory behind the Elman neural network are presented. In 

Section 3, the forecasting results of the proposed approach are 

presented and discussed. Finally, in Section 4 conclusions, are 

given.  

 

 

2. DATASET AND METHODS 

 

2.1 El Kelaa Des Sraghna’s dataset description 

 
In this research study, the typical hourly year of global solar 

radiation (GSR) and air temperature (AT) measurements-

based Meteonorm software are adopted to train and evaluate 

the proposed forecasting DL algorithm.  

A commonly debated problem related to the correlation 

models to forecast SR data is the appropriate selection of the 

input variables. A detailed review is discussed by Yadav et al. 

[17], which confirms the high correlation of the endogenous 

SR’s variables and the exogenous AT measurements as inputs. 
 

 
 

Figure 1. Global solar radiation time series evolution 

 
 

Figure 2. Air temperature time series evolution 

 

The adopted GSR and AT measurements are recorded on 

the hourly scale in the city of El Kelaa des Sraghna, Morocco. 

This city is located in the center of Morocco, and the city's 

economy depends on farming, with the primary growth of 

olive trees. 

Based on the Koppen climat classification, the city has a hot 

semi-arid climate (BSh). 

In Figures 1 and 2, the GSR and AT time series are 

presented, respectively. 

 

2.2 Theory behind Elman neural network 

 

A multi-layer artificial neural network's standard 

architecture consists of three layers that encompass artificial 

neurons, including the input layer, the hidden layer, and the 

output layer [4]. The input layer nodes’ number matches the 

system input’s data dimension. All of the input signals are 

affected with synaptic weights and then transmitted to the 

hidden layer that is characterized by a specific activation 

function. Then, the signals of the output layer’s neurons are 

computed based on the weighted hidden layer’s outputs [18]. 

However, solar radiation (SR) forecasting is a complex task, 

which is due to strong nonlinear and dynamic behaviors of SR 

time series [12, 19]. In order to address these issues, the past 

output data of the developed predictive model can be involved 

in the input’s data vector by adopting an external time delay 

operator if the typical feedforward ANN technique is applied 

[12]. This raises the input’s data vector dimension, increases 

computational time, and reduces convergence speed [20]. 

Thus, a recurrent ANN model is required. An ENN model 

is adopted in the present paper. In 1990, The ENN was 

developed by Jeffrey L. Elman, which is a recurrent ANN 

technique that has super computational power [21].  

As Figure 3 demonstrated, it encompasses four layers, 

namely the input layer, the hidden layer, the context links layer, 

and the output layer [21, 22]. 

Compared to feedforward ANNs such as the 

backpropagation ANN [23], there is an additional layer named 

the context links layer that receives feedback signals from the 

hidden layer and store them as historical data. Then, these 

historical data are used as inputs for the hidden layer via the 

context links layer that is associated with a delay operator 

𝑍−𝑇𝐷𝐿 of order TDL [20].  

The context links layer boost the learning ability of ANN 

technique to approximate dynamic and nonlinear processes, 

such as solar radiation time series forecasting [21]. 

The ENN model is supposed to have 𝑑  inputs’ 

features {𝑥1, 𝑥2, … , 𝑥𝑑} , h neurons in the hidden 

layer {𝐻1, 𝐻2, … , 𝐻ℎ} , a context links layer {𝐶1, 𝐶2, … , 𝐶𝑚} 
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with 𝑚 dimension, and n outputs’ signals {𝑦1, 𝑦2, … , 𝑦𝑛} [19, 

20, 22]. 

 

 
 

Figure 3. Typical architecture of Elman neural network 

 

The output signal of the kth context link is defined as: 

 

𝐶𝑘(𝑡) =  𝐻𝑘(𝑡 − 1) (1) 

 

where, t and t-1 represents, the actual time and the previous 

time step, respectively. The weighted input signals Ak of the 

kth hidden neuron are computed as follow: 

 

𝐴𝑘(𝑡) = ∑ 𝜔𝑖𝑘𝑥𝑖(𝑘) + 𝜃𝑘

𝑑

𝑖=1

 (2) 

 

where,  

ωik are the synaptic weights between the input layer and the 

kth hidden neuron, θk is the bias of the kth neuron. 

The output signal of the kth hidden neuron is calculated by 

the following equation: 

 
𝐻𝑘(𝑡) = Ψ(𝐴𝑘(𝑘) + 𝑊∗𝐶𝑘(𝑡 − 1)) (3) 

 

where, 

Ψ is the activation function of the hidden layer’s neuron, 

W* are the weights of the context links layer. 

The ENN jth output are computed by Eq. (4): 

 

𝑦𝑗(𝑡) = Φ(∑ 𝜔𝑙𝑗𝐻𝑙(𝑡)

ℎ

𝑙=1

) (4) 

 

where, 

ωlj are the weights between the hidden layer and the output 

layer, Φ is the output layer activation function. Several 

activation functions can be adopted by the hidden neurons [11, 

24], such as: 

Logistic sigmoid function: 

 

𝑓(𝑥) =
1

1 + 𝑒−𝑥
 (5) 

 

Hyperbolic tangent sigmoid function: 

 

𝑓(𝑥) =
𝑒𝑥 − 𝑒−𝑥

𝑒𝑥 + 𝑒−𝑥
 (6) 

 

Gaussian radial basis function: 

 

𝑓(𝑥) = exp (−
1

𝜎2
‖𝑥 − 𝜇‖2) (7) 

 

Linear function: 

 

𝑓(𝑥) = 𝑥 (8) 

 

where, 𝜎2 is the variance and μ is the center or (mean). 

ENN model’s parameters are tuned using an efficient 

learning optimizer, which is based on the ENN output’s error 

minimization that is computed by Eq. (9).  

 

𝐸 = ∑(𝑇𝑖 − �̂�𝑖)
2

𝑁

𝑖=1

 (9) 

 

where, 

Ti is the ith element of the output target, 

�̂� is the ith element of the estimated output, 

N is the output signal dimention. 

In this paper, the Levenberg-Marquardt (LM) optimizer was 

adopted to tune the ENN model’s parameters [25]. 

Based on several pieces of literature, LM optimizer has 

demonstrated a high efficiency to train several ANN 

architectures, which are adopted to resolve a myriad of 

complex tasks. Such as, image processing, antenna design, 

cybersecurity, meteorological prediction, tracking renewable 

energy production, and so on.  

LM optimizer incorporates both gradient descent and 

Gauss-Newton techniques in order to boost the estimation 

stability and the convergence speed of these traditional 

techniques. This combination can ensure an efficient solution 

for complex tasks via its adaptive feature [25]. 

If the gradient descent technique was adopted, the 

convergence speed becomes slower, and reaching the optimal 

solution is not guaranteed [26]. Furthermore, if the Gauss-

Newton technique is adopted, there is a high probability of 

obtaining an optimal solution [26].  

In LM optimizer, the computing of the Hessian matrix is 

given by Eq. (10), and its gradient computing is defined by Eq. 

(11): 

 

𝐻 = 𝐽𝑇𝐽 (10) 

 

𝐺 = 𝐽𝑇𝐸 (11) 

 

where, j define the Jacobian matrix and E represent the error 

calculation given by Eq. (9). Then, the LM optimizer performs 

as the following updating formula: 

 

𝑤(𝑡 + 1) = 𝑤(𝑡) − [ 𝐽𝑇𝐽 + 𝜌𝐼]−1𝐽𝑇𝐸 (12) 

 

where, 

w(t+1) is the updated weight value,  

w(t) is the actual weight value, 

ρ is the learning rate coefficient, 

I is the identity matrix. 
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3. FORECASTING RESULTS AND DISCUSSION 

 

3.1 Proposed forecasting scheme 

 

In this article, ENN technique has been applied to forecast 

solar radiation measurements of the city of El Kelaa des 

Sraghna (32°2’53”N 7°24’30”W), Morocco. The developed 

forecasting model is incorporated an autoregressive process of 

order 12 AR(12) to the input layer to learn from the seasonal 

patterns of the historical SR measurements that are recorded 

during the past 12 hours, and the actual measurements of air 

temperature. 

 

 
 

Figure 4. Architecture of the proposed forecasting model 

 

 
 

Figure 5. Flowchart of the proposed model 

 

The developed predictive model allows the power grid 

operator to overcome the issues of missing values and generate 

synthetic data of global solar radiation parameter in case of 

pyranometer damage or missing values detection.  

In Figure 4, the proposed model’s scheme is presented. The 

proposed forecasting model is trained using the LM optimizer, 

where 70% of the whole database is used for adjusting the 

model’s parameters (training process), and the remaining 30% 

of the database is used to evaluate the reliability and the 

accuracy of the developed model (testing process). 

In Figure 5, the different steps to develop the proposed 

forecasting model-based ENN technique are presented. 

Since there is no efficient strategy to define the optimal 

hyper-parameters of the proposed learning algorithm, a trial-

and-error analysis was conducted to define the optimal number 

of hidden layers, the number of hidden neurons, and the 

activation function type based on the minimal value of the 

mean square error (MSE). 

To evaluate the proposed model’s performance, two 

indicators are used, the mean square error (MSE) and the 

correlation coefficient (R), which are defined by the following 

equations [27]: 

 

𝑀𝑆𝐸 =
1

𝑁
∑ (𝑑𝑖 − 𝑝𝑖)

2
𝑁

𝑖=1
 (13) 

 

𝑅 =  √
∑ (𝑝𝑖 − 𝑑𝑚𝑖)2𝑁

𝑖=1
∑ (𝑑𝑖 − 𝑑𝑚𝑖)

2𝑁
𝑖=1

⁄  (14) 

 

where, 

pi is the estimated output, 

Yi is the target, 

dmi is the mean value of di, 

N is the samples’ size. 

The variation of the hidden layer’s number is depicted as 

function of the MSE metric in Figure 6. The obtained results 

demonstrate that the adequate ENN structure is the one with a 

single hidden layer.  

 

 
 

Figure 6. Hidden layers number variation versus the MSE 

metric calculations 

 

 
 

Figure 7. Neurons number variation versus the MSE metric 

calculations 
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Figure 7 shows the evolution of the hidden neurons’ number 

versus the MSE values. Based on this variation, it is clear that 

the adoption of 8 hidden neurons is the optimal option. 

For the optimal hidden layer’s activation function, the radial 

basis function recorded the minimal value of the MSE 

indicator among other activation functions, such as, purline, 

sigmoid, and hyper tangent sigmoid function. 

From the attained results, which is depicted in Figure 8, the 

best context links order TDL is 9. 

 

 
 

Figure 8. Context links order TDL variation versus the MSE 

metric calculations 

 

3.2 Performance discussion of the developed model 

 

Once the optimum ENN’s structure is defined. The 30% of 

the remaining dataset that is reserved for performing the 

testing phase is applied to prove the reliability and the 

accuracy of the developed forecasting model. 

In Figure 9 the SR time series patterns are depicted against 

the forecasting results’ patterns to evaluate the coexisting 

agreement between the measured and predicted time series. 

Based on the achieved results, it is demonstrated that there a 

high relationship between the measured and predicted time 

series during the testing process. 

 

 
 

Figure 9. Forecasted versus measured global solar radiation 

patterns during the testing process 

 

To reinforce the evaluation process, a scattering graph of 

measured and predicted global solar radiation (GSR) data is 

presented in Figure 10. The attained results show a high 

correlation between real and forecasted GSR measurements. 

The attained accuracy in Figures 9 and 10 demonstrates the 

proposed approach's efficiency to be applied by power grid 

operators and engineers to boost renewable power capacity 

integration into the power grid.  

From the results presented in Table 1, the proposed 

forecasting approach attained a higher SR prediction precision 

compared to diverse estimating approaches introduced in 

different pieces of the literature in terms of the correlation 

coefficient metric. 

 

 
 

Figure 10. Scattering graph of forecasted and real global 

solar radiation data during the testing process 

 

Table 1. Comparison of the proposed technique with 

different statistical and DL-based methods for predicting 

solar radiation time series 

 
References Locations Applied methods R (%) 

[28] Beijing, China Empirical model 93 

[29] 90 stations, China ResnetTL 88 

[30] Hong Kong, China MARS 91.3 

[31] Al Ain, UAE ANN 92 

[13] Adana, Turkey DENFIS 94.2 

[13] Antakya, Turkey DENFIS 97.9 

[32] China ANFIS-SC 81-94 

[32] China ANFIS-GP 82-91 

[32] China M5Tree 71-86 

Present 

study 

Marrakesh, 

Morocco 

Proposed 

approach 

99.38 

 

 

4. CONCLUSIONS 

 

Recently, the demand for solar energy recognized a 

significant increase. Therefore, solar power engineers need to 

implement sophisticated tools-based AI to boost the 

integration of solar energy into the electric grid utility. In this 

research study, a dynamic deep learning algorithm based on 

Elman neural network was proposed to forecast the hourly 

global solar radiation time series of the city of El Kelaa des 

Sraghna, Morocco. The forecasting results were performed 

using historical SR measurements measured over the last 12 

hours, as endogenous inputs, and actual air temperature data 

as exogenous inputs. The achieved value of the R metric that 

is recorded during the testing phase is about 99.38%. This 

attained correlation’s value proves the proposed learning 

algorithm’s effectiveness and its reliability to be adopted by 

power grid engineers in case of missing values detection or 

solar data acquisition chain damage. 
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