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In recent years, China has stepped up its support to the optimization and development of 

railways. Meanwhile, the development of modern information technology (IT) has 

enhanced the economic advantages of railway logistics. To intelligently manage the 

inventory of railway logistics park (RLP), this paper integrates artificial neural network 

(ANN) into RLP inventory management. Firstly, the functional demand of RLP inventory 

management was analyzed comprehensively, and the main factors affecting the inventory 

demand were divided into different categories. Then, the authors formulated the 

framework of intelligent inventory management for RLP, and put forward the strategy of 

continuous periodic inventory monitoring. Finally, a RLP inventory prediction model was 

constructed based on optimized genetic algorithm (GA) and backpropagation neutral 

network (BPNN), and proved effective through experiments. The research results provide 

reference for the application of ANN in inventory management and prediction in other 

logistics fields. 
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1. INTRODUCTION

As the core logistics system in China, railway logistics gains 

advantage and realizes centralized transport from the 

numerous railway stations and lines across the country [1-3]. 

With the development of information technology (IT), the 

economic advantages of railway logistics have been 

highlighted in production and operation (P&O), and 

infrastructure. By virtue of railway development and resource 

allocation, railway logistics can fully integrate various 

functions of modern logistics, such as transport, storage, 

containerization, and processing [4-8]. 

One of the important components of railway logistics park 

(RLP) is logistics park warehouse, which needs to optimize the 

flow of inventory goods in space and time [9-11]. In-depth 

research on the management strategy of warehouse inventory 

is necessary to make the RLP’s functions more complete, 

services more flexible, and storage location and pickup stabler 

and safer.  

Unlike other logistics parks, RLP mainly serves as the 

forwarding agent of railway transport alone. Therefore, RLP 

has certain limitations in the scope and coverage of business. 

In addition, the business efficiency of RLP is relatively low, 

owing to the late start of the construction of information 

network platform [12-16]. 

Kiesel et al. [17] examined the features of goods transport 

and storage of Qinghai Railway, and optimized RLP structure 

in terms of good diversity, marketing strategy, and intermodal 

transport, based on the production situation of railway goods 

and the design principles of RLP. From the perspectives of 

logistics safety, greenness, and social benefits, Binder et al. 

[18] identified the factors affecting RLP’s operational benefits,

constructed a reasonable evaluation index system (EIS), and

provided the intelligent park management center with the top

and bottom design techniques for operation management 

platform. Kumru and Kumru [19] planned and designed the 

technical and functional architectures for intelligent RLP 

inventory management, which involves the goods dispatching 

command center, goods sales and distribution center, 

comprehensive management center, and logistics information 

interaction center. Sharp et al. [20] provided new ideas for 

RLP intermodal transport and inventory management, with the 

aid of space-time positioning through crowd sensing, image 

recognition by multiple visual sensors, and adaptive self-

optimization by artificial intelligence (AI). 

Some scholars have attempted to optimize the logistics path 

in logistics warehousing. Inspired by operations research, Lee 

et al. [21] optimized the inbound and outbound (I-O) paths of 

inventory goods through storage location transformation, and 

selected the most time-efficient path out of various logistics 

transport paths. Mohamed et al. [22] optimized the I-O 

sequences of inventory goods, and managed the supply chain 

system of logistics warehousing in a flexible manner. To 

formulate an ideal management strategy for inventory goods, 

and the scholars summarized the I-O paths of such goods, and 

achieved the minimal pickup and transport distance and 

maximal logistics efficiency by repositioning the storage 

locations. 

Some scholars have discussed the arrangement of storage 

locations in logistics warehouse. Ha et al. [23] compared the 

strengths and merits of four optimization algorithms for 

storage locations in logistics parks, pointing out that the 

particle swarm optimization (PSO) has the best optimization 

effect. With the aim to minimize the logistics time, 

Nourbakhsh et al. [24] established a dynamic allocation 

strategy for storage locations in logistics parks, compared the 

effect of the strategy in different optimization algorithms (e.g. 

genetic algorithm (GA), fuzzy theory, and simulated annealing 
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(SA) algorithm), and validated the strategy through example 

analysis. 

Currently, RLP is faced with the following problems: the 

logistics equipment is not sufficiently intelligent, the 

management platform lacks top-level design, the data on the 

storage locations and transport states of goods are of poor 

quality, and the business scope and functions are not fully 

developed. To promote the multimodal transport and 

intelligent inventory management of RLP, this paper proposes 

a novel RLP inventory management strategy, based on the 

advantages of artificial neural network (ANN) in adaptability, 

self-learning, and self-optimization. 

The remainder of this paper is organized as follows: Section 

2 analyzes the functional demand of RLP inventory 

management, and divides the main factors affecting inventory 

demand into several categories; Section 3 formulates the 

framework of intelligent inventory management for RLP, and 

puts forward the strategy of continuous periodic inventory 

monitoring; Section 4 optimizes GA and backpropagation 

neutral network (BPNN), and constructs an inventory 

prediction model based on the optimized GA and BPNN; 

Section 5 verifies the effectiveness of the proposed prediction 

model through experiments; Section 6 puts forward the 

conclusions. 

 

 

2. DEMAND ANALYSIS 

 

Thanks to the rapid development of railway logistics, the 

industrial scale of RLP continues to expand with the increase 

in logistics amount. Meanwhile, the scope of RLP businesses, 

such as cost accounting and inventory management, also 

gradually widen. Figure 1 explains the workflow of RLP 

inventory management. Traditionally, RLP inventory 

management is completed manually. This traditional model 

has several problems: the workload of logistics tasks is 

gigantic, the cooperation between departments is inefficient, 

the storage locations are allocated unreasonably, the pickup 

paths are not reasonably planned, etc. 

 

 
 

Figure 1. The workflow of RLP inventory management 
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Considering the operation links and logistics flow of RLP, 

the inventory management demand of RLP was summed up in 

five aspects: basic information management, I-O management, 

user management, resource allocation management, and 

information query management.  

Basic information management refers to the entry, 

modification, and maintenance of basic information on goods, 

warehouses, owners, and consumers, which are essential to the 

continuity of warehouse logistics operations. 

I-O management mainly covers I-O review, I-O 

confirmation, and classification of I-O method. The 

information of inventory goods can be updated in real time, 

with the help of radiofrequency identification (RFID) labels. 

User management focuses on the setting of owner and 

consumer rights. Resource allocation management stands for 

equipment call, material cleaning and scrapping, and inventory 

counting and allocation.  

Information query management mainly refers to the query 

of physical operation log, total inventory, I-O reports, etc. 

On this basis, a hierarchical framework of intelligent 

inventory management for RLP can be established as follows: 

Layer 1 (goal):  

I={intelligent inventory management for RLP};  

Layer 2 (main functions):  

I={I1, I2, I3, I4, I5, I6}={basic information management, I-O 

management, user management, resource allocation 

management, information query management};  

Layer 3 (specific functions):  

I1={I11, I12, I13, I14}={good information management, owner 

information management, warehouse information 

management, consumer information management};  

I2={I21, I22, I23}={inbound review, inbound confirmation, 

classification of inbound method};  

I3={I31, I32, I33}={outbound review, outbound confirmation, 

classification of outbound method};  

I4={I41, I42}={owner right setting, consumer right setting};  

I5={I51, I52, I53, I54}={request for equipment call, request for 

material cleaning and scrapping, estimation of good value, 

decision-making on cleaning and scrapping};  

I6={I61, I62, I63}={query of physical operation log, query of 

total inventory, query of I-O report}. 

After setting up the hierarchical framework of intelligent 

inventory management, it is necessary to identify the reasons 

for the error in inventory demand prediction. The main 

influencing factors of RLP inventory demand were analyzed 

from two angles: the imbalance between railway logistics 

supply and market demand, and the three main players in RLP 

market, namely, supplier, RLP, and distributer. Figure 2 

divides the main influencing factors into three categories. 

 

 
 

Figure 2. The division of the influencing factors 

 

 

3. CONTINUOUS PERIODIC INVENTORY 

MONITORING STRATEGY 

 

The existing studies on inventory monitoring mainly tackle 

supply-demand balance, the level of logistics supply, and 

inventory management strategies. From the perspective of 

good supply and demand, this paper designs an inventory 

calculation method that guarantees the continuity of RLP 

warehouse logistics. Figure 3 gives the block diagram of the 

proposed intelligent inventory management system for RLP. 

During the replenishment, the good supply rate of RLP 

continues to change, making good demand highly uncertain. 

Let MDav be the mean market demand per unit time, MDSD be 

the standard deviation of market demand, TL be the time 

difference between order placement to good delivery, and δC 

be ratio of time that inventory goods satisfy the demand of 

distributors to the total time of periodic replenishment. If the 

market demand for RLP goods per unit time obeys the normal 

distribution of (MDav, MDSD), then the market demand for RLP 

goods in period TL must satisfy the normal distribution of 

(TLMDav, TLMDSD). Hence, the inventory can be calculated by 

formula (1), during the continuous monitoring of RLP 

inventory. 

 

L avINV RT T MD= −    (1) 

 

where, RT is the threshold for reordering. From order 

placement to the arrival of goods at RLP, the market demand 

can be expressed as TLMDav.  
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Figure 3. The block diagram of intelligent inventory management system for RLP 

 

The inventory maximizes at the delivery of the ordered 

goods. Then, the standard normal distribution F(*) can be 

defined as: 
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2
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1

2
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Then, the periodic replenishment capacity of goods can be 

calculated by:  
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If the ratio δC is known, the inventory can be calculated by 

formula (3). Suppose the ratio of the demand satisfied by RLP 

inventory goods to the total demand in railway logistics market 

is δS. The mean market demand SS that cannot be satisfied 

before the delivery of the ordered goods can be calculated by: 

 

( )1 SSS OA =  −   (4) 

 

where, OA is the order quantity. Then, we have:  

 

( ) ( )SS a RT f a da
RT

+
= −   (5) 

 

Formula (5) can be simplified as: 
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  (6) 

 

where, f(*) is the density function obeying standard normal 

distribution:  

 

( )
2

2
1

2
f a a





−

=   (7) 

 

If SS or δS is known, the inventory INV can be solved by 

formulas (5) and (6). 

In actual inventory management, the assumption of a fixed 

TL, which is the precondition for analyzing the factors 

affecting inventory, does not hold. After all, the delivery of 

ordered goods is uncertain, owing to the delay in 

communication, changing weather, and uncertain transport 

conditions. 

Let TL-av be the mean time difference between order 

placement to delivery of goods, and TL-SD be the standard 

deviation of the time difference reflecting the uncertainty of 

supply. Considering the uncertainties in delivery and market 

demand, TL-av and TL-SD were combined to predict and calculate 

the inventory. 

The first step of periodical inventory monitoring is to 

configure the monitoring period MP. The maximum order 

quantity OAmax can be expressed as:  

 

( )max L avOA MP T MD INV= + +   (8) 
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During the period MP+TL, the mean demand of railway 

logistics market is (MP+TL)MDav. Then, the periodic 

replenishment capacity of goods can be changed to: 

 

( )max*

    

L av

C

L SD

L SD

OA MP T MD
F

MP T MD

INV
F

MP T MD


 − +

=  
 +  

 
=  

 +  

  (9) 

 

If the ratio 𝛿𝐶
∗ is known, the inventory can be calculated by 

formula (9). 

However, the above inventory calculation method is not 

ideal, because the actual market demand for RLP goods does 

not necessarily obey normal distribution. The inventory 

reflects the changes of multiple factors, and implies the 

nonlinear relationship between railway logistics supply and 

market demand. From the angle of data mining, this paper 

decides to further analyze and predict RLP inventory with the 

help of ANN, which excels in the handling of nonlinear 

problems. 

 

 

4. INVENTORY PREDICTION MODEL 

 

4.1 Optimization of GA 

 

Traditional GA has several disadvantages in the inventory 

optimization of logistics parks: low accuracy, large workload, 

and poor real-time monitoring effect. This paper replaces the 

binary encoding of traditional GA with floating-point 

encoding, achieving better optimization precision and 

operation efficiency. Figure 4 shows the workflow of the 

improved GA. 

 
 

Figure 4. The workflow of the improved GA 

 

The traditional fitness function can be expressed as: 

 

( )
( ) ( )max max

0 Ot

y

h

x y

er

x
h x

wise

 − 
= 


  (10) 

 

To accurately predict the inventory, h(x) should adapt to the 

changes in the calculation parameters of RLP inventory. To 

this end, formula (10) can be optimized into:  

 

 

( )
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0
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e
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  (11) 

 

where, M[h(x)] is the mean fitness; ym(x) is the maximum of 

the input parameter in the current iteration:  

 

( )max max{ ( )}
x X

y x y x


=   (12) 

 

The improved fitness function can change properly with the 

change of the calculation parameters, while remaining in the 

nonnegative state.  

In addition, the crossover and mutation operators were 

improved by the Fibonacci method, which supports the one-

dimensional (1D) search for the minimum of the objective 

function along a fixed direction. The two operators were 

reconstructed under the quasi-optimal principle. Through 

crossover and mutation, each new individual can be expressed 

as: 

 

0.618 0.382

0.618 0.382

i i j

j j i

G G G

G G G





 = +


= +

  (13) 

 

Let gijl be the l-th component of the j-th individual in the i-

th generation. Taking random numbers between 1 and 0 or 

within [nl, ml], the mutation of the new individual can be 

expressed as:  

 

( )

( ) ( )

( ) ( )
1

0 382      0 1 0 

0 618      0 1 1 

l l l

i jl

l l l

n . m n if RAN ,
g

m . m n if RAN ,
+

+ − =
= 

+ − =

  (14) 

 

where, RAN(*) is a random function. The GA performance can 

be improved substantially through the above steps. 

 

4.2 Optimization of BPNN  

 

 
 

Figure 5. The structure of traditional BPNN 

  

The structure of traditional BPNN is displayed in Figure 5. 

The traditional BPNN might fall into the local minimum or 
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converge slowly in predicting the inventory of logistics parks. 

To solve the problem, BPNN was improved by introducing the 

momentum term, changing parameters, and adjusting the 

activation function.  

Let ω(t) and NG(t) be the connection weight and negative 

gradient of the network at time t, respectively. Then, the 

momentum term can be introduced by: 

 

( ) ( ) ( ) ( ) ( )
( ) ( )

1 ( ) 1 1 ( ) 1
1

EF EF
t t NG t NG t t

t t
        

 

     
+ = + − + − = + − − + −             −     

  (15) 

 

where, EF(*) is the error function. 

During the prediction of RLP inventory, the network should 

avoid the local minimum by making use of the previous weight 

changes, i.e. the historical gradient direction, rather than focus 

on the parameter changes in the periods right before and after 

the current moment. Here, the network weight is adjusted 

through multi-step method:  

 

( ) ( ) ( ) ( ) ( ) ( ) ( )0
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1 1 1 1
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  + = + − − + + − − = + − −
     (16) 
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!

l
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s


− − +
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Following the multi-step method, the added momentum 

term fully considers the previously accumulated weight 

changes, and thus reduces the oscillation in learning and 

improves convergence. Besides, the randomly generated 

initial weight helps to avoid falling into local minimum. 

The slow convergence of BPNN in RLP inventory 

prediction is attributable to the improper step length. If the step 

length is too small, the convergence will be too slow; if the 

step length is too long, the network tends to oscillate. Hence, 

the step length was adjusted by: 

 

( ) ( ) ( ) ( )
sgn 1

2 1
NG t NG t

L t L t
−  = −   (18) 

 

Formula (18) shows that the step length increases if its 

direction is the same as the gradient direction, and decreases if 

otherwise. In addition, the convergence speed of BPNN is also 

greatly affected by the learning rate λ. This influencing factor 

was optimized through adaptive adjustment: 
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Similarly, the step length was also optimized through 

adaptive adjustment:  
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To a certain extent, the activation function of BPNN 

determines the properties of EF(*). Based on the slow 

converging sigmoid function, EF(*) was analyzed as follows:  

 

( ) ( )1j j j j i

ij

EF
O O O O I




= − − −


  (21) 

 

Formula (21) shows that, when the error of BPNN tends to 

the minimum, the inventory samples O*
j-Oj approaches zero. 

Therefore, the proneness of BPNN to local minimum is 

directly caused by the fact that Oj or 1-Oj is approximately zero. 

Through the above analysis, the sigmoid function was 

improved as follows. First, the piecewise function was 

introduced: 

 

( ) ( )

1 / 2

sin 1 / 2 / 2

0 / 2

I

S x I I

I

 
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 

 


= +   


 −

  (22) 

 

where, the θ value depends on learning rate λ and step length 

L. Then, an adjustable bias μ was introduced to optimize the 

function into S(I,r,μ)=1/1+e-r(I+μ), which can move along 

horizontally with the setting of μ. The improved piecewise 

function can greatly accelerate the convergence of BPNN. 

The improved BPNN can be implemented in the following 

steps: 

Step 1. Randomly initialize the connection weights and 

thresholds in (0, 1). 

Step 2. Compute the calculation parameters for RLP 

inventory prediction, calculate the outputs of hidden layer and 

output layer nodes, and obtain the errors in network output 

EF(t) and in the outputs of hidden layer and output layer nodes 

in this iteration. 

Step 3. Optimize the momentum term, learning rate, and 

step length, and adjust the connection weights and thresholds. 

Step 4. Import the samples of the calculation parameters for 

prediction RLP inventory in the next period to the network, 

return to Step 2 to execute iterative calculation until all 

samples are computed, terminate the network training, and 

obtain the maximum error EFmax(M) in the training process. 

Step 5. Judge the maximum error EFmax(M): If EFmax(M) is 

smaller than the preset error threshold, terminate the training; 

otherwise, go to Step 6. 

Step 6. Adaptively adjust the optimal error threshold υ based 

on the mean difference between the maximum errors of the M-

th iteration and the M-1-th iteration: 

 

( ) ( )max max max 2 / 2EF EF M EF M = − −     (23) 

 

If ΔEF*
max is greater than the control value determined to 

ensure convergence accuracy, then make υ=EFmax(N)/2; 

otherwise, make υ=EFmax(N). 

Step 7. Select the samples of the calculation parameters for 

prediction RLP inventory from the training samples, import 
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them to the network, and return to Step 2 to execute iterative 

calculation until ΔEF*
max drops to υ. 

 

 

5. EXPERIMENTS AND RESULT ANALYSIS 

 

Before verifying the effectiveness of our RLP inventory 

management strategy and model, the inventory of a RLP from 

January to December, 2019 were counted, and the current 

inventory cost of the RLP was analyzed. As shown in Table 1, 

the month-end inventory of the RLP maintained at about 32.26 

million, more than 2 million above market demand. The 

unreasonably high inventory pushes up the inventory cost of 

the RLP, making economic benefits uncontrollable. 

To lower inventory cost, realize effective inventory 

management, and make accurate inventory prediction, this 

paper sets up a BPNN for RLP inventory prediction. Table 2 

provides the errors of the BPNN during the training on the 

samples of calculation parameters of the inventory. It can be 

seen that the BPNN performed fairly well in model training. 

The error reached 3.9% in April, 2019, and 2.8% in January of 

the same year, about 1% than the error in any other month. 

This means the stability of the BPNN can be further improved. 

 

Table 1. The inventory of the RLP (unit: 10,000) 

 
Month Inventory Month Inventory 

2019-01 3,267 2019-07 3785 

2019-02 3,468 2019-08 3117 

2019-03 3,175 2019-09 2965 

2019-04 3,268 2019-10 2983 

2019-05 3,319 2019-11 3031 

2019-06 2,890 2019-12 3452 

 

Table 2. The training errors of the BPNN on RLP inventory (unit: 10,000) 

 
Month True value Fitted value Relative error Mean absolute Percentage error 

2019-01 2,785 2,777 0.002872531 

0.002552 

2019-02 3,187 3,193 -0.001882648 

2019-03 3,421 3,416 0.001461561 

2019-04 3,765 3,750 0.003984064 

2019-05 3,298 3,301 -0.000909642 

2019-06 3,511 3,502 0.002563372 

2019-07 3,763 3,772 -0.002391709 

2019-08 2,871 2,866 0.001741553 

2019-09 2,963 2,971 -0.002699966 

2019-10 3,179 3,183 -0.001258257 

2019-11 3,479 3,477 0.000574878 

2019-12 3,510 3,512 -0.000569801 

 

  
(a) Training (b)Test 

 

Figure 6. The evolution of the optimal GA 

 

In this paper, the optimized GA performs optimized 

crossover and mutation on individuals. The values of 

crossover and mutation operators determine the algorithm 

performance in convergence and evolution. To improve the 

evolution and prediction results, the thresholds and weights 

corresponding to the best-fit individual were adopted as the 

optimal outputs of GA, and used to decode the optimal 

individual. Figure 6 presents the evolution processes of the 

optimal GA during the training and the test. It can be seen that 

the optimal GA started to converge at the 130-th iteration. 

The optimal BPNN was trained with the weights and 

thresholds corresponding to the optimal individual, as 

outputted by the optimal GA. Figures 7 and 8 record the 

convergence curves and prediction effects of the optimal 

BPNN in training and test, respectively. It can be seen that the 

optimal BPNN reached the preset objective error at the 50th 

and 25th iterations during the training and test on RLP 

inventory, respectively; the optimal BPNN achieved very 

small relative error and good fitting effect in both training and 

test, suggesting the effectiveness of the network in prediction. 

For comparison, three RLP inventory prediction models 

were constructed based on traditional BPNN, fuzzy neural 

network (FNN), and PSO, respectively, and received the 

relevant training and test. The relative error and mean absolute 

percentage error of each model in training and test were 

calculated, and compared with those of our model (Table 3). It 

can be seen that our model predicted the RLP inventory 

accurately; the errors were slightly higher in March than those 
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in other month, but lower than those of all the three contrastive 

models. In addition, our model had smaller difference between 

monthly errors than any other model. These results fully 

demonstrate the stability of our prediction model. 

(a) Training (b)Test

Figure 7. The convergence curves of the optimal BPNN 

(a) Training (b)Test

Figure 8. The prediction effects of the optimal BPNN 

Table 3. The comparison between different prediction models (unit: 10,000) 

Month 

Model 
2020.01 2020.02 2020.03 2020.04 Mean absolute percentage error 

True value 3,124 2,954 2,994 3,256 

BPNN 
Predicted value 3,413 2,778 2,758 3,116 

8.25% 
Relative error 9.25% 9.34% 7.88% 7.37% 

FNN 
Predicted value 3299 3121 2775 3079 

6.01% 
Relative error 5.60% 5.65% 7.31% 5.43% 

PSO 
Predicted value 3247 224 2904 3148 

3.78% 
Relative error 3.94% 4.4% 3.0% 3.31% 

Our model 
Predicted value 3136 2937 2977 3225 

1.89% 
Relative error 1.02% 1.92% 2.57% 1.57% 

6. CONCLUSIONS

This paper fully explores the RLP inventory management 

based on ANN. Firstly, the functional demand of RLP 

inventory management was analyzed comprehensively, and 

the main factors affecting the inventory demand were divided 

into several categories. Next, a continuous periodic inventory 

monitoring strategy was designed under a self-designed 

framework for RLP intelligent inventory management system. 

After that, the traditional GA and BPNN were optimized, and 

combined into a RLP inventory prediction model. 

Experimental results verify the good evolution and prediction 

effects of the optimized GA. In addition, the proposed 

prediction model was found to be more accurate and stable in 

RLP inventory prediction than traditional BPNN, FNN, and 

PSO.  
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