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respectively. Therefore, all the utilized best classification 

models provide averages of different performance evaluation 

metrics, in terms of F-measures value: 97.16%, Cohen's Kappa 

value: 94.33%, ROC-AUC value: 97.16%, and the Log loss 

value: 9.88% for all educational programs. Hence, this 

proposed research recommends the best suitable educational 

program for each student for their higher education. This 

proposed research's future work requires more datasets based 

on the educational program to solve other relevant academic 

problems and further verify the generated predictions. For this 

reason, different test datasets (relevant academic datasets) 

require to apply to this proposed system through which the 

proposed system will become more powerful. 
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