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The comprehensive evaluation of human resources (HR) quality is of greatly significance 

to improving the economic efficiency of financial enterprises. Based on deep neural 

network (DNN), this paper mainly proposes an evaluation model of comprehensive HR 

quality of financial enterprises, which dynamically identifies the HR quality that matches 

the posts at different layers. Firstly, a reasonable evaluation index system (EIS) was 

established, including 5 primary indices and 21 secondary indices. The evaluation problem 

was decomposed into multiple layers and indices. On this basis, an N-index convolutional 

neural network (CNN), i.e. the N-evaluation model, was established based on the N-

evaluation model, which takes the improvement of the comprehensive HR quality into 

consideration. Finally, experiments were conducted to verify the effectiveness of the 

proposed model. The research results provide reference for the application of DNN in other 

evaluation fields. 
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1. INTRODUCTION

In modern times, financial enterprises are in need of talents 

with strong business capabilities and high comprehensive 

quality. The traditional model of extensive management can 

no longer satisfy the development needs of enterprises [1-3]. 

To enhance competitive advantage, a financial enterprise must 

implement refined management of talents, and ensure the 

matching between personnel and posts through scientific 

planning of human resources (HR) [4-8]. 

In practice, the evaluation of the comprehensive HR quality 

has become an important aspect of financial enterprise 

management, exerting a promoting effect on the economic 

efficiency of the enterprise. Multiple correlated interactive 

factors should be considered to evaluate the comprehensive 

HR quality. In the traditional evaluation systems, the weights 

of the evaluation indices are highly subjective, and changeable 

with space and time [9-12]. Moreover, a largescale evaluation 

will face the problem of over-complex calculations. To 

overcome these problems, it is very meaningful to develop a 

robust evaluation model for comprehensive HR quality. 

There are four weaknesses in the previous attempts to 

evaluate the comprehensive HR quality in financial enterprises: 

the lack of diverse evaluators, the qualitative nature of 

evaluation method, the fuzziness of evaluation indices, and the 

looseness of evaluation results [13-15]. The relevant studies at 

home and aboard generally focus on three aspects: strategic 

HR management, talent quality evaluation theory, and the 

relevance between strategic HR management and talent 

quality evaluation [16-18]. 

On strategic HR management, O'Donohue and Torugsa [19] 

elaborated and demonstrated the development of a corporate 

HR quality model in practice, and highlighted the unique 

features of comprehensive HR quality: skill, motivation, and 

self-awareness. Rekalde et al. [20] explained the connotations 

of corporate HR quality model, introduced the framework and 

features of corporate management system, and described the 

construction process of corporate HR quality evaluation 

system. 

On talent quality evaluation theory, Singh et al. [21] 

summarized that talent quality is both affected by explicit 

factors like behavior, knowledge, and skill and by implicit 

factors like motivation and values, and constructed the iceberg 

model for talent evaluation. Based on the iceberg model, 

Kelliher and Johnson [22] built up the onion model with 

implicit factors in the inner layer and explicit factors in the 

outer layer. According to the dynamic changes of HR 

advantages and disadvantages, Stone et al. [23] mapped the 

indices of the iceberg model to different layers, and set up 

differentiated selection rules to realize efficient and reasonable 

person-post matching. 

On the relevance between strategic HR management and 

talent quality evaluation, Burke et al. [24] emphasized that 

strategic HR management directly mirrors the matching 

between organizational strategy and HR management, and 

clarified the ultimate goal of HR management as the 

realization of organizational competitive strategy. Lu et al. [25] 

measured the values of the self-adaptation of internal HR 

management and the horizontal matching of HR management, 

and stressed that the work ability and work motivation of 

talents on different layers can be unified based on job 

satisfaction by embedding a high-performance work system 

into the corporate HR management system. 

During the management of financial enterprises, the indices 

of financial talent potential can be fully mined by optimizing 

the current HR management model, thereby improving the HR 

efficiency. To satisfy the strategic HR development of 

financial enterprises, the top priority is to develop a scientific 

and innovative management model, and dynamically 

recognize the HR quality for posts on different layers.  
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Capable of big data analysis, the deep neural network (DNN) 

has the advantages of high fault tolerance, dynamic self-

organization adaptability, and autonomous learning. 

Compared with traditional methods like analytic hierarchy 

process (AHP) and multiple linear regression (MLR), the 

DNN adapts well to the complex and dynamic needs of 

financial enterprise management. 

Through the above analysis, this paper proposes a 

comprehensive evaluation model of the HR quality in financial 

enterprises based on the DNN. Firstly, reasonable evaluation 

indices were identified for the comprehensive evaluation of 

the HR quality in financial enterprises, creating an evaluation 

index system (EIS) of five primary indices and 21 secondary 

indices. The complex evaluation problem was decomposed 

into multiple layers and factors through the AHP. On this basis, 

an N-index convolutional neural network (CNN), i.e. the N-

evaluation model, was established based on the N-evaluation 

model, which takes the improvement of the comprehensive 

HR quality into consideration. The proposed model was 

proved effective through experiments.  

 

 

2. EIS CONSTRUCTION 

 

To build an accurate evaluation model for comprehensive 

HR quality of financial enterprises, the evaluation indices must 

be selected reasonably based on the grading of comprehensive 

HR quality, as well as the focal points of HR management and 

evaluation in such enterprises. Specifically, the goal of 

comprehensive quality evaluation needs to be determined in 

view of the current allocation of HR in the financial industry, 

and the structure of traditional EISs should be optimized in 

details. 

Drawing on the existing EISs for comprehensive HR quality 

of financial enterprises, this paper gives full consideration to 

the scientific and standard nature of indices, the completeness 

of index information, and the integrity of the system structure. 

On this basis, a hierarchical EIS was designed for 

comprehensive HR quality of financial enterprises. The 

designed EIS involves five primary indices, namely, financial 

performance index, customer index, internal business process 

index, learning and growth index, and strategic index. These 

primary indices were supported by 31 secondary indices. The 

overall architecture of the EIS is as follows: 

Layer 1 (Goal):  

C={comprehensive HR quality of financial enterprises} 

Layer 2 (Primary indices):  

C={C1, C2, C3, C4, C5}={financial performance index, 

customer index, internal business process index, learning and 

growth index, strategic index} 

Layer 2 (Secondary indices):  

C1={C11, C12, C13, C14, C15}={operating profit margin, 

return on assets, profit-to-cash ratio, profit-to-cost ratio, per-

capita sales} 

C2={C21, C22, C23, C24}={talent loss rate, departmental 

collaboration satisfaction, salary and fairness, employee pride} 

C3={C31, C32, C33, C34}={timely completion rate of 

tasks, rationality of task design, accuracy of task completion, 

fairness of performance evaluation} 

C4={C41, C42, C43, C44}={mean education level of 

financial talents, degree of professionalism of financial talents, 

fairness of education development and promotion, rationality 

of post design} 

C5={C51, C52, C53, C54}={accuracy of HR strategic 

positioning, rationality of career planning of financial talents, 

recognition of corporate values, legal compliance of HR 

management} 

Based on the hierarchical EIS, this paper decomposes the 

complex evaluation problems into different layers and indices 

through the AHP, and obtains the memberships, correlations, 

and relative importance of the selected indices. The traditional 

AHP quantifies each index with a matrix against a 9-point 

scale. The basic data of the traditional method are complex and 

chaotic. Thus, the traditional AHP was improved before being 

applied. 

 

Table 1. The classification and scores of evaluation experts 

 
Index Category Score 

Education 

level a1i 

PhD and above; master; bachelor; 

junior college graduate and below 

4, 3, 2, 

1 

Expertise a2i 

High proficiency; moderate 

proficiency; good understanding; 

general understanding 

4, 3, 2, 

1 

Evaluation 

method a3i 

Detailed analysis; consultation and 

inquiry; questionnaire survey; 

empirical analysis 

4, 3, 2, 

1 

 

According to Table 1, each expert was given a score based 

on his/her education level, expertise, and evaluation method. 

The weight coefficient of each expert was defined, according 

to the proportion of each expert group in the total number of 

experts. The weight of the index values given by expert group 

i among the n groups can be calculated by:  

 

1 1

i i

i i i n n

i i

i i

s n
PS EW CW

s n
= =

=  = 

 
  

(1) 

 

where, EWi is the empirical weight coefficient; CWi is the 

comprehensive weight coefficient; ni is the number of experts 

in group i; si=a1i×a2i×a3i is the comprehensive evaluation 

index of group i. 

To effectively merge the expert opinions, the decision 

fusion formula of Dempster–Shafer (D–S) evidence theory 

was selected, thanks to its high fusion accuracy and simple 

structure: 
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Formula (2) describes the fusion of expert opinions 

BPA1~BPAi, that is, the degree of support of all experts to the 

primary indices. Then, the judgement matrix Jij can be 

constructed through the fusion of all expert opinions under the 

judgement criteria: 
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Here, the traditional consistency test of the judgment matrix 

is replaced by setting up an N-dimensional consistency matrix. 

The elements of the optimal transfer matrix can be obtained 

by: 

 

( ) ( )
1 1

1 1N N

ij ih hj ih jh

h h

T J J J J
N N= =

= + = −    (4) 

 

Formula (3) shows that matrix J is an antisymmetric matrix. 

If matrix T is the optimal transfer matrix of the antisymmetric 

matrix, then a matrix J*=eT completely consistent with J can 

be obtained. To characterize the importance of each index 

relative to the upper-level indices, the weight was calculated 

by the sum product method, which computes the eigenvector 

and the maximum eigenvalue of the matrix. First, matrix Jij 

was normalized column by column into NOR=[Rij]n×n: 

 

1

ij

ij N

ij

i

T
R

T
=

=


  

(5) 

 

Adding up the rows of matrix NOR to obtain vector 

NOR*=[R*
1, R*

2, …, R*
N]: 

 

1

N

i ij

j

R R

=

=   (6) 

 

Normalizing vector R*
i:  

 

1

i

i N

i

i

R
F

R





=

=


  

(7) 

 

Finally, the eigenvector of judgment matrix J* can be 

obtained as F=[F1, F2, …, Fn], where each index has a 

corresponding weight coefficient. 

 

 

3. MODEL CONSTRUCTION 

 

3.1 N-evaluation model 

 

Due to the high mobility of financial talents, the financial 

enterprises need to adjust their HR management model and 

measures as per the real-time evaluation result on the 

comprehensive HR quality. Therefore, it is important to 

include the improvement of comprehensive HR quality into 

the evaluation process. For this purpose, an N-evaluation 

model was built up for the comprehensive HR quality of 

financial enterprises. The algorithm of the model can be 

divided into the following steps: 

Step 1. Replace the original index score with the standard 

index score 

The standard score Zij of expert i in evaluation j can be 

calculated by: 

 

ij i i ijZ j  = +  +   (8) 

 

where, αi and βi are two unknown parameters; εij is the 

accidental evaluation error. Suppose n experts make k 

evaluations in one cycle. Let aij be the score of expert i in 

evaluation j. Then, the scores of n experts in k evaluations can 

be expressed as an n×k matrix: 

 

( )ij n k
A a


=   (9) 

 

Replacing aij into standard score Zij, the standard score 

matrix of n experts in k evaluations can be defined as:  
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  (10) 

 

where, �̅�𝑗 is the mean score of n experts in evaluation j; ηj is 

the standard deviation of aj. 

Step 2. Estimate the increment of expert score. 

The regressed line can be established as: 

 

ˆ
ij i iZ j = +   (11) 

 

The error between the regressed line and the actual line (7) 

can be expressed as:  

 

ˆ
ij ij ijZ Z  = −   (12) 

 

The eij values could be positive or negative and vary in size. 

The total error of M evaluations can be obtained by calculating 

its sum of squares: 
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2
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= = − −     (13) 

 

To minimize the sum of squares of the error, i.e. the total 

error, the principle of seeking extreme values can be adopted 

to make ai and bi satisfy: 
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The above formula can be converted into: 
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Solving the above formula: 
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where, βi is the estimated increment of the score given by 

expert i on comprehensive HR quality of financial enterprises. 

Then, the estimated increments of n experts can be expressed 

as an n-dimensional vector: 

 

( )1 2, ,..., nB   =   (17) 

 

Step 3. Solve the number bi
* of indices with score increment. 

Since financial enterprises continue to optimize their 

comprehensive HR quality, the expert scores on most indices 

will increase. To maintain the score increments realistic, the 

number of indices with score increment was adjusted as:  

 

( )

( )
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 +      

   
= = 

     +      

  (18) 

 

The number of experts with γ>0 and β1>0 can reach or 

exceed 4/5 of the total number of experts. Then, the number of 

indices with score increment by n experts can be described as 

a vector: 

 

( )1 2, ,..., nB      =   (19) 

 

Step 4. Obtain the total number of indices 

The total number of indices evaluated by experts is the N-

index value. The N-index can be calculated by adding the 

mean or weighted mean of the scores in multiple evaluations 

with the number of indices with score increment: 

 
*

i i iN a = +   (20) 

 

The N-index provides a panorama of the multiple 

evaluations by experts, because it not only considers the 

number of indices evaluated each time, but also takes account 

of the score increment induced by the optimization of 

comprehensive HR quality. 

 

3.2 CNN construction 

 

Among deep learning (DL) algorithms, the CNN is a 

feedforward neural network good at learning multi-

dimensional matrix inputs. The CNN structure can be 

diversified by changing the combination between convolution 

and pooling layers. The structure of the traditional CNN is 

illustrated in Figure 1. 

 

 
 

Figure 1. The structure of the traditional CNN 

 

 
 

Figure 2. The connections between different layers of the 

CNN 

Figure 2 shows the connections between different layers of 

the CNN. The traditional neural network (NN) cannot 

effectively handle the index data of our EIS, for most data are 

non-Euclidean space data with irregular and nonuniform 

dimensions and structures. If the traditional NN is directly 

applied to such data, the output results cannot accurately 

reflect the memberships, correlations, or relative importance 

between indices. 

 

 
 

Figure 3. The parameter values of the proposed CNN 
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To solve the problem, this paper designs a CNN specifically 

for the evaluation of comprehensive HR quality of financial 

enterprises. The designed network can effectively classify the 

evaluation results based on the structure of the EIS. Figure 3 

presents the parameter values of the proposed network. 

Then, the convolution layers in Figure 3 were optimized in 

details. The index data Cij and N-index convolution can be 

calculated by: 

 

G C

T

ij K ijC CON U H C


 =   (21) 

 

where, CKφ is the convolution kernel of the CNN:  

 

0

P
p

p

p

CK 
=

=    (22) 

 

where, ψp is the diagonal matrix composed of eigenvalues; φp 

is the kernel coefficient. After N-index convolution, the index 

data Cij can be expressed as: 

 

0

P
p T

p ij

p

u H H C
=

 
=  

 
   (23) 

 

where, φp is the parameter matrix to be learned by the CNN. 

To minimize the computing load and complexity of the kernel, 

the kernel can be approximated by P-order Chebyshev 

polynomial: 

 

0 max

2P

p p N

p

CK Q I 
=

 
= − 

 
   (24) 

 

where, φp is the coefficient of the P-order Chebyshev 

polynomial. The recursive expansion of the polynomial can be 

expressed as: 

 

( ) ( ) ( )1 22p ij ij p ij p ijQ C C Q C Q C− −=  −   (25) 

 

Taking the initial term Q0(Cij) as1, then Q1(Cij)=Cij. Formula 

(25) can be redescribed by the recursively expanded 

polynomial as: 
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The above formula eliminates the multiplication with 

matrix H, thereby simplifying the calculation. Let the values 

of P and τmax be 2. Formula (27) can be simplified as:  

 

( )0 1ij N iju C I C = + −   (27) 

 

Then, the Laplace matrix can be normalized by: 

 
1 2 1 2 1 2 1 2

NU U I U LU − − − − =  = −   (28) 

 

Substituting formula (28) to formula (27): 

( )1 2 1 2

0 1ij iju C U LU C  − −= +   (29) 

 

If φ0 equals -φ1=θ, the above formula can be further 

simplified as:  

 

( )1 2 1 2

N iju I U AU C− −= +   (30) 

 

Then, the N-index convolution can be computed by:  

 

( )1p p p

ij ijC LC + =    (31) 

 

where, L=IN+U-1/2AU-1/2; Cij
p is the N×M-dimensional input of 

layer p (i.e. the input of each layer has N nodes, each has M-

dimensional features); φp is the M×W-dimensional parameter 

matrix of layer p. M and W are the feature dimensions of input 

and output nodes in convolution layer, respectively. Hence, the 

output dimension of layer p+1 equals N×W. The workflow of 

N-index convolution is explained in Figure 4. 

 

 
 

Figure 4. The workflow of N-index convolution 

 

Under the cumulative effect of multiple convolutions, the 

eigenvalues generated in the two nearest matrices will be 

relatively large, resulting in vanishing gradients. To ensure the 

credibility of the evaluation results, L was renormalized by: 

 
1 2 1 2ˆ ˆ ˆL U A U−  −=   (32) 

 

where, A*=λIN+W (IN is a self-connected identity matrix). Each 

node l can be calculated by:  

 

1 11

l

p p p

ij ij

k N lk

C C 


+ +



 
=   

 
   (33) 

 

where, Nl is the set of neighboring nodes of node l; σij is the 

connection weight between nodes l and k. Figure 5 shows the 

update method of node l. 

 

 
 

Figure 5. The update method of node l 
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4. EXPERIMENTAL VERIFICATION 

 

Before training the proposed DNN, the sample data on all 

indices must be preprocessed, such that the training data are of 

the same dimension and order. The simulation software 

MATLAB offers three preprocessing methods: 

standardization, normalization, and principal component 

analysis (PCA). This paper selects the normalization with 

mapminmax function, which converts the data on each index 

into a number in (0, 1). To verify the effectiveness of our 

network, the parameters of the proposed CNN was configured 

as per Figure 3, and trained by the normalized index data. 

First, the CNN falling into the local minimum trap was 

verified by the index data. As shown in Figure 6, four groups 

of data had obvious bias in the verification. To overcome the 

local minimum trap and ensure the training stability, the 

original CNN was optimized by adding the N-index 

convolution, considering the improvement of comprehensive 

HR quality. Figure 7 compares the training error curves of the 

original CNN and the optimized CNN. 

As shown in Figure 7, the original CNN converged better 

than the preset expected error after 800 iterations. The mean 

squared error was reduced to 5.214*10-5, indicating that the 

evaluation accuracy is desirable. The optimized CNN also 

achieved ideal evaluation accuracy. Only 3 test data were 

abnormal in the 100 iterations. The errors of the other index 

data were all controlled within the preset error range. To sum 

up, the proposed model can evaluate the comprehensive HR 

quality of financial enterprises in an accurate manner.  

To verify its application effect, the trained CNN was tested 

on 200 index data. Table 2 compares some of the actual and 

expected outputs of comprehensive HR quality. It can be seen 

that the actual outputs were close to the expected outputs. Thus, 

our model can effectively evaluate the comprehensive HR 

quality of financial enterprises. 

Figure 8 compares the comprehensive HR qualities 

evaluated by the original and optimized CNNs. Obviously, the 

optimized CNN, which integrates N-index convolution, 

achieved smaller error than the original CNN, and accurately 

evaluated the comprehensive HR quality. Through repeated 

simulation trainings, our model was proved to have advantages 

like small test error and strong stability. 

 

 
 

Figure 6. The training error curve of the CNN falling into 

local minimum trap 

 

  
(a) Original CNN (b) Optimized CNN 

 

Figure 7. The comparison of training error curves 

 

Table 2. The comparison between actual and expected outputs of comprehensive HR quality 

 
Serial number of index data Actual outputs Expected outputs 

1 0.9989 0.0011 0.0009 0.0008 1 0 0 0 

2 0.0016 0.9952 -0.0023 -0.0033 0 1 0 0 

3 0.0017 0.9998 -0.0013 -0.0015 0 1 0 0 

4 0.0001 0.0010 1.0003 -0.0021 0 0 1 0 

5 -0.0004 0.0021 1.0010 -0.0016 0 0 1 0 

6 0.9998 0.0007 0.0005 0.0010 1 0 0 0 

7 -0.0002 -0.0003 0.0002 1.0020 0 0 0 1 

8 -0.0006 0.0017 1.0006 -0.0023 0 0 1 0 

9 0.0028 0.9999 -0.0012 -0.0008 0 1 0 0 

10 -0.0008 0.0009 1.0012 -0.0009 0 0 1 0 
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(a) Original CNN (b) Optimized CNN 

 

Figure 8. The comparison of evaluation results on comprehensive HR quality 

 

 

5. CONCLUSIONS 

 

This paper puts forward a DNN-based evaluation model for 

comprehensive HR quality of financial enterprises. Firstly, the 

authors constructed an EIS of 5 primary indices and 21 

secondary indices, and decomposed the complex evaluation 

problem by layers and indices. Then, the improvement of 

comprehensive HR quality was introduced into the evaluation 

through the design of a CNN with N-index convolution. The 

experimental results show that the proposed network 

converged after 800 iterations, and its error fell within the 

preset error range. This means our network achieved a 

desirable evaluation effect. In addition, the actual outputs of 

our network were found close to the expected outputs. 

Therefore, the proposed CNN can effectively evaluate the 

comprehensive HR quality of financial enterprises. 
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