Optimal Pattern Synthesis of Linear Antenna Arrays Using Modified Grey Wolf Optimization Algorithm

Nora Lakhlef1,2, Houcine Oudira1,2*, Christophe Dumond3

1 Département d’Électronique, Université Mohamed Boudiaf-Msila, Msila 28000, Algeria
2 Laboratoire LGE, Université de Mohamed Boudiaf-Msila, Msila 28000, Algeria
3 PRISME Institut, IUT of Chartres, University of Orléans, Orléans 45100, France

Corresponding Author Email: houcine.oudira@univ-msila.dz

https://doi.org/10.18280/i2m.190402

Received: 20 April 2020
Accepted: 5 July 2020

Keywords:
array factor, MGWO, optimization, printed linear antenna array, synthesis

ABSTRACT

The aim of this work is to show the effectiveness of a new algorithm named as modified grey wolf optimization (MGWO) algorithm to determine the optimum combination parameters values of a linear antenna array which is widely used in the communication systems. The selection part of the classical GWO has been modified by adopting the competitive exclusion selection inspired from genetic algorithm. The objective to be attained is a directional array factor with a very low level of lateral lobs. To this effect, a Gaussian function centered at 90° with the total absence of secondary lobs is considered as a desired diagram in our simulation. To matches the desired pattern as closely as possible, we considered the optimization of interspacing elements, weights amplitude and phase excitation of the linear antenna array factor. It has been demonstrated that the performance of a printed linear antenna array depends on all parameters, in which simultaneous optimization is imperative to maximize its characteristics. The obtained results show the effectiveness and the flexibility of the proposed algorithm in terms of minimized lateral lobe level compared to PSO algorithm and the convergence speed towards the desired solution.

1. INTRODUCTION

The fast increasing use of wireless communications needs an improvement in features of the network such as ability to hold, quality of service and coverage. The application of antenna array in many applications such as satellite and radar communication systems with high directivity and low side lobe level (SLL), compared to single antenna element, is an important technology that can improve the consistency and strength of a communication system [1, 2].

In this situation, the synthesis of array geometry plays a significant task in determining the physical layout of the array which generates the radiation diagram closest to the preferred one. This can be done in the case of linear array geometry through the optimization of the excitation amplitude and phase while assuming uniform spacing or while maintaining uniform excitation by the optimization of the element spacing [3, 4].

Parameters estimation to yield a preferred radiation diagram is the main task in the synthesis of pattern array. In this domain different analytical and numerical methods have been evaluated and applied to face this issue [5].

Simulated annealing (SA) [6], genetic algorithms (GA) [7] and particle swarm optimization (PSO) algorithms [8, 9] are evolutionary algorithms and successfully applied for antenna array synthesis. In this paper, a new modified grey wolf optimization has been applied to linear antenna arrays for parameters finding in the following cases: firstly, by studying the effect of each parameter optimization, then by optimizing two parameters together and finally by optimizing the whole parameters of antenna to yield a desired radiation pattern. MGWO is used to attain an array diagram with minimum side lobe level and high directivity in the specified directions. The results obtained are promising in terms of performance and efficiency.

The paper is organized as follows. Synthesis of linear antenna array and array factor equations are discussed in Section 2. Different steps of the proposed algorithm are presented in Section 3. Section 4 concerns the results and discussion. The validation of the obtained results by comparison with other optimization algorithms is also presented in this section. Finally, main conclusions are drawn in Section 5.

2. SYNTHESIS OF LINEAR ANTENNA ARRAY

We consider a linear array of an identical elements along the y axis as shown in Figure 1. The corresponding array factor (AF) is given by the following equation [10]:

\[ AF = \sum_{i=1}^{n} a_i e^{-j(ky_i \sin(\theta) - \psi_i)} \]  

where, \( a_i \), \( \psi_i \), and \( \psi_i \) are the weight amplitude, phase of the excitation, and position of \( i^{th} \) element in the array respectively, \( k \) is the wave number which is given by \( (2\pi/\lambda) \) and \( \theta \) is the elevation angle.
where, \( d_i \) is the distance between the order elements (i-1) and (i).

\[
y_1 = \sum_{p=1}^{i} d_i
\]

(2)

Figure 1. Structure of a linear array

To avoid the grating lobes appearance in one hand if large element spacing is considered [11] and the effects of mutual coupling on the other hand if the radiating elements are placed too close to each other, the following conditions must be satisfied for antenna position optimization:

\[
0.25\lambda < |d_i| < 2\lambda
\]

(3)

The desired diagram chosen in this work is a Gaussian function which is given by:

\[
F_d = n \cdot \exp \frac{-\theta^2}{\sigma^2}
\]

(4)

where: \( n \) is the number of radiating elements, it can be considered as the theoretical maximum gain, \( \theta \) is the elevation angle, and \( \sigma \) is the standard deviation.

In this optimization procedure, a design is made to minimize the side lobe level of the radiation pattern with increasing the directivity of the main lob. To accomplish this goal, we considered the optimization of three vectors: \( A = [a_1, a_2, ..., a_n] \), \( \psi = [\psi_1, \psi_2, ..., \psi_n] \) and \( Y = [y_1, y_2, ..., y_n] \) which are amplitude weights, phases excitation, and antennas position respectively using Modified Grey Wolf Optimization (MGWO) algorithm.

3. MODIFIED GREY WOLF ALGORITHM

In this section, an optimization technique for parameters estimation of (1) is presented. To this end, we propose a new optimization technique denoted as “Modified Grey Wolf Optimization (MGWO) algorithm”. At first, we present the GWO that is introduced in 2014 by Mirjalili [12]. The philosophy of this technique, designed as optimization algorithm, inspired from searching and hunting process of grey wolves. Four types of grey wolves classified as alpha, beta, delta, and omega are employed for reproducing the mathematical model. The three major steps of hunting which are searching for prey, encircling prey and attacking prey are applied. This method belongs to meta-heuristic class since it includes many variations, and since it does not make any assumptions about the problem and can be therefore applied to a wide class of problems. Details of this algorithm are found by Mirjalili and Lewis [12] and Ali et al. [13]. The best solution is called alpha (\( \alpha \)), the second best is beta (\( \beta \)), and the third best is named delta (\( \delta \)). Remain candidate solutions are all considered to be omegas (\( \omega \)). All of the omegas should follow the dominant types of grey wolves during the searching and hunting.

The social behavior is mathematically modeled as follow:

\[
\Delta = |\overline{C} \cdot \overline{X}_p(t) - \overline{X}(t)|
\]

(5)

\[
\overline{X}(t+1) = \overline{X}_i(t) - \overline{A} \cdot (\Delta)
\]

(6)

where, \( t \) indicates the current iteration, \( \overline{X}_p \) is the prey position vector, \( \overline{X} \) indicates the position vector of grey wolf, \( \overline{A} \) and \( \overline{C} \) are coefficient vectors and calculated using:

\[
\overline{A} = 2\overline{a}_r \overline{r}_1 - \overline{a}
\]

(7)

\[
\overline{C} = 2 \overline{r}_2
\]

(8)

where, components of \( \overline{a} \) are linearly decreased from 2 to 0 over the executed iterations and \( \overline{r}_1, \overline{r}_2 \) are random numbers in \([0,1]\). The equations for position updating are shown as follows:

\[
\Delta_\alpha = |\overline{C}_1 \cdot \overline{X}_\alpha(t) - \overline{X}(t)|
\]

\[
\Delta_\beta = |\overline{C}_2 \cdot \overline{X}_\beta(t) - \overline{X}(t)|
\]

\[
\Delta_\delta = |\overline{C}_3 \cdot \overline{X}_\delta(t) - \overline{X}(t)|
\]

\[
\overline{X}_1 = \overline{X}_\alpha - \overline{A}_\alpha \cdot (\Delta_\alpha)
\]

\[
\overline{X}_2 = \overline{X}_\beta - \overline{A}_\beta \cdot (\Delta_\beta)
\]

\[
\overline{X}_3 = \overline{X}_\delta - \overline{A}_\delta \cdot (\Delta_\delta)
\]

(9)

(10)

where, \( \overline{X}_1, \overline{X}_2 \) and \( \overline{X}_3 \) represent the best three solutions so far during the iteration process, each wolf in the group update its position accordingly:

\[
\overline{X}(t+1) = \frac{\overline{X}_1 + \overline{X}_2 + \overline{X}_3}{3}
\]

(11)

To solve the above optimization problem given by (1), we consider a flexible scheme using the GWO method with a slight change in the selection phase. Each search agent (position) is a vector of the parameters of optimal pattern synthesis. In this paper the proposed method is used to find specifically optimum parameters such as the weights of amplitudes, phases excitations, and inter-spacing elements that involve maintaining a directional array factor at a particular direction while simultaneously reducing the side lobe level. In the sense, the synthesized radiation pattern \( F(\theta) \) should be as close as possible to a desired diagram \( F_0(\theta) \). The fitness function to be optimize by the MGWO algorithm is given as follow:

\[
\text{Fitness function} = \sum_{\theta} (F_s(\theta) - F_d(\theta))^2
\]

(12)

A flowchart describing the operation of the proposed scheme is shown in Figure 2. The algorithm begins by introducing the population size and maximum number of iterations. After that an initial random position is generated by using the Matlab function “rand”. To deal with the randomness of the algorithm, specific ranges limitation for the parameters finding such as the inter-elements spacing, weights amplitude and phase’s excitation are considered.
The fitness function for each individual position is evaluated. Then we classify them to draw alpha, beta and delta members of the MGWO method. Accordingly, other individuals update their positions. A novel position updating concept is incorporated in the proposed scheme which provides better exploration and exploitation capability in one hand and fast convergence speed on the other hand. This new strategy is inspired from the competitive exclusion process of the genetic algorithms [14], which consists in replacing, after a comparison of the whole wolfs group positions, only the new positions of search agents (wolfs) in the current iteration that have better fitness compared to the positions fitness of the previous iterations. At the end of this phase, just the best positions of the previous and current iteration will be taken into consideration for determining the new alpha, beta and delta members, and repeats the procedure of updating the search agents’ positions according to their positions. The same process is repeated until the maximum number of iterations is reached [13-15]. The GWO with added phase has the ability to search for total optimal results without fixing any parameters as classical methods.

4. RESULTS AND DISCUSSION

4.1 Comparison between MGWO and GWO

To evaluate the capabilities of the proposed method, a comparison between the MGWO and GWO to solve the design above problem is considered. In this case, the optimization of amplitudes weights, phases excitations and inter-elements spacing are considered for a number of elements equal to 16.

4.2 Effects of the optimized parameters on the array factor

Before studying the effect of the parameters, it has been assumed, the case without optimization, that the weights of excitation amplitude of all elements is equal to 1, their excitation phases are zero and the inter element spacing is equal to 0.5 \( \lambda \).
### Table 2. Comparative results of each parameters effect on linear array factor

<table>
<thead>
<tr>
<th>Number of elements</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SLL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimized spacing</td>
<td>16.4640</td>
<td>18.1226</td>
<td>19.3534</td>
<td>19.7471</td>
</tr>
<tr>
<td>Optimized amplitude</td>
<td>14.4796</td>
<td>17.2519</td>
<td>18.1274</td>
<td>19.7325</td>
</tr>
<tr>
<td><strong>HPBW</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Without optimization</td>
<td>13.0645</td>
<td>10.2822</td>
<td>8.7097</td>
<td>6.5322</td>
</tr>
<tr>
<td>Optimized spacing</td>
<td>11.3365</td>
<td>9.9540</td>
<td>8.2258</td>
<td>5.6854</td>
</tr>
<tr>
<td>Optimized amplitude</td>
<td>12.9953</td>
<td>11.0600</td>
<td>9.6775</td>
<td>7.4655</td>
</tr>
<tr>
<td>Optimized phase</td>
<td>12.7188</td>
<td>9.6775</td>
<td>8.2950</td>
<td>6.0830</td>
</tr>
</tbody>
</table>

### Table 3. Comparative results of two parameters effect on linear array factor

<table>
<thead>
<tr>
<th>Number of elements</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SLL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimized amplitude &amp; spacing</td>
<td>17.3541</td>
<td>20.1556</td>
<td>23.5185</td>
<td>25.0379</td>
</tr>
<tr>
<td>Optimized amplitude &amp; phase</td>
<td>15.2091</td>
<td>17.5438</td>
<td>20.7539</td>
<td>24.5477</td>
</tr>
<tr>
<td><strong>HPBW</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Without optimization</td>
<td>13.0645</td>
<td>10.2822</td>
<td>8.7097</td>
<td>6.5322</td>
</tr>
<tr>
<td>Optimized spacing &amp; phase</td>
<td>11.0600</td>
<td>9.4010</td>
<td>8.5715</td>
<td>6.0830</td>
</tr>
<tr>
<td>Optimized amplitude &amp; spacing</td>
<td>9.9540</td>
<td>9.1245</td>
<td>8.2950</td>
<td>7.4655</td>
</tr>
<tr>
<td>Optimized amplitude &amp; phase</td>
<td>13.2718</td>
<td>11.0600</td>
<td>9.9540</td>
<td>7.4655</td>
</tr>
</tbody>
</table>

4.2.1 Influence of each parameter on the array factor

In this experiment, the effect of each parameter optimization such as amplitude weights, phase excitation and inter-elements spacing on the array factor is considered. To this end, it has been assumed the optimization of one parameter while keeping constant the remaining ones, which leads to a one degree of freedom. By investigating the illustrated results (Table 2), it is observed that an appropriate inter-element spacing can change the overall array pattern and allows the designer to have more control over the array pattern in terms of directivity and reduced SLL.

From the Figure 5, it can be noticed also that, the inter-element spacing has a large influence compared to the others in terms of reducing SLL while the effect of the phase is negligible. When the half power beam width (HPBW) is considered (Figure 6), the influence of excitation phase is significant and the inter-elements spacing effect is still more powerful than the others in most case.

4.2.2 Influence of two parameters together on the array factor

In this case, the optimization of two parameters is considered, which leads to two degrees of freedom. Phase-spacing, amplitude-spacing and phase-amplitude (Table 3). A closed look to the reported results demonstrates that, by optimizing both amplitude and spacing, we get better results in terms of reaching the main lobe in the preferred direction with minimal SLL in almost cases (Figures 7 and 8). From this case, we note that the optimization of the amplitude and spacing together provides the best result in terms of reduce SLL then the amplitude and phase and finally the spacing and phase.

4.2.3 Effects of all parameters on the array factor

In the last case, we have considered the optimization of the inter-element spacing, weights amplitude and phase excitation together. In this case, all the unknown parameters are estimated and the corresponding array factors are illustrated by the Figure 9 which is normalized with respect to the maximum value of the main lobe. From this figure, for N = 8, 10, 12 and 16 elements respectively, when all parameters are optimized, the HPBW improves and SLL reduced with the increase of the number of elements. It can be also noticed that this case provides better performance compared to the cases when two parameters and/or one parameter are controlled.

The numerical values of the corresponding SLL and HPBW are grouped in Table 4 that validates this remark. From the Figure 10 and 11, it can be noticed also that, as the number of elements increase the SLL decrease while its effect on HPBW is not significant.
Table 4. Comparative results of parameters optimization for linear antenna array

<table>
<thead>
<tr>
<th>Number of elements</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>All the parameters are optimized</td>
<td>24.3397</td>
<td>26.4751</td>
<td>28.8200</td>
<td>33.9835</td>
</tr>
<tr>
<td>HPBW Without optimization</td>
<td>13.0645</td>
<td>10.2822</td>
<td>8.7097</td>
<td>6.5322</td>
</tr>
<tr>
<td>All the parameters are optimized</td>
<td>10.5070</td>
<td>09.4000</td>
<td>7.4654</td>
<td>6.0830</td>
</tr>
</tbody>
</table>

Figure 7. SLL as a function of elements number

Figure 8. HPBW as a function of elements number

4.3 Comparison with literature

In this part, the obtained results are compared with the reference [9]. For the seek of an objective comparison; we study the same cases which are presented in the cited reference. In case 1: the phase excitation has been optimized, while the weights amplitude have been considered uniform and equal to 1 and the inter-element spacing are fixed to 0.5 \( \lambda \), Case 2: excitation of weights amplitudes and phases excitation have been optimized while the inter-element spacing are kept constant (0.5 \( \lambda \)), Case 3: the three parameters have been optimized simultaneously. Figure 12 shows the HPBW for the cases discussed above. A closer look to this figure confirms that a considerable improvement in HPBW when we have more control parameters. We can notice also that by controlling inter-element spacing, a significant improvement in the antenna array characteristics is observed. Figure 13 illustrates the corresponding results for SLL when considering...
the same cases. The figure shows that SLL reduces considerably as we move from Case 1 to 3, i.e., results corresponding to Case 3 are better than Case 2 and 1. In summary, from the obtained results, the optimized parameters using modified grey wolf optimization method provide better performance compared to the results obtained by particle swarm optimization algorithm [9] in most cases.

Figure 12. HPBW as a function of elements number

Figure 13. Side Lobe Level as a function of elements number

5. CONCLUSION

In this work, a new proposed algorithm denoted as MGWO for the synthesis and optimization of a linear antenna array is applied. The array factor is used to evaluate its characteristics such as the width of the half-beam width, and the Side Lobe Level. The proposed algorithm is tested on each parameter, two parameters together and then on the three parameters simultaneously. It has been demonstrated that the performance of a printed linear antenna array depends on all parameters, in which simultaneous optimization of the inter-elements spacing and weights of complex currents is imperative to maximize its characteristics. For linear antenna array of 16 elements, it can be noticed that –33.9835dB SLL has been obtained when MGWO algorithm is used whereas -29.4316dB obtained by using traditional GWO and PSO optimization algorithms respectively. There is a significant reduction of SLL of – 4.5519dB and -21.8392 dB when compared to GWO and PSO optimized algorithms.

By investigating the obtained results, it is observed that the optimization of linear antenna arrays using MGWO provides considerable enhancements compared to the synthesis obtained from the GWO and PSO algorithm. The results suggest that the effectiveness of the proposed scheme will be more useful in wireless systems for noise free communication when the optimization complexity increases.
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